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Abstract

In these notes we review the most important theoretical appr oaches to various quantum
transport regimes at the nanoscale: the Landauer-B•uttike r formalism for non-interacting
coherent transport, the generalized master equation method suitable for interacting sys-
tems weakly-coupled to particle reservoirs and the non-equilibrium Green's function formal-
ism (NEGF). Each method is shown to emerge, under certain conditions/approximations,
from the general Liouville-von Neumann equation of the open quantum system and the
so called partitioning approach. The vibron-assisted tran sport in nanolectromechanical
systems and the current-induced magnetic switching in arti �cial nanomagnets are then in-
troduced via the master equation method. The Coulomb-block ade e�ect is discussed in the
framework of the NEGF formalism. This tutorial is addressed to PhD and master students
at CIFRA (Centre International de Formation et de Recherche Avanc�ees en Physique) or
to research assistants interested in the �eld of quantum tra nsport.

1 Introduction

1.1 From Ohm's law to quantum transport

Electrical and thermal transport phenomena have been observed and investigated for almost
two centuries. The Ohm's law (1827), the Seebeck (1822) and Peltier (1834) e�ects were known
before the discovery of Bloch-band spectral structure or the developement ofquantumstatistical
mechanics. In fact, a microscopic origin of electrical current was put forward within the Drude
model [1,2] a hundred years ago.

Later on, the semiclassical Boltzmann equation and the ensuing drift-di�usion equations
provided a sound description of charge transfer in bulk semiconductor devices likepn-junctions
or Schottky diodes [3]. Here the quantum nature of charge carriers is taken into account by
using the Fermi-Dirac statistics. The resistance of a sample and its inverse - the conductance
- are viewed as consequences of variousscattering processes. Indeed, electrons do not travel
freely through a conducting sample, they meet with �xed impurities and interact with lattice
vibrations (phonons).

The validity range of these semiclassical theoretical methods was seriously challenged by
some experiments in the early '90's. It was found that when the size and/or dimensionality of the
systems are reduced the transport or the response coe�cientsdo not follow an Ohmic behavior.
In fact, the huge amount of experimental work on open qantum system at low temperatures
provided more and more quantum devices whose transport properties are described by more
complicated equations which very little with the empirical relation I = V=R. In order to
understand this feature the quantum nature of charge carriersshould be fully taken into account
down to the level of their wavefunctions.

Fortunately, even the most striking quantum transport phenomena observed in the last two
decades can be rather well understood by modern theoretical methods which essentially rely
on non-equilibrium statistical mechanics. The aim of this short tutorial is to present some of
these methods in a rather elementary way, accessible to Master and PhD students. A stepwise
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introduction to quantum transport formalism will be provided. Some simple applications will
be presented when possible. However, the reader interested in more advanced implementations
of quantum transport theories must rely on the existing monographs (see [4{8] to cite only a
few) and more specialized review papers. Basic knowledge of 3rd year quantum and statistical
mechanics is assumed.

1.2 Low-dimensional systems and coherent transport

The rather intuitive idea that the resistance of a piece of conducting sample or material is a con-
sequence of scattering processes lead people to introduce various lengths to describe transport
regimes in nanostructures.

� Elastic scattering length lel - the distance and electron travels between elastic scattering
events; this quantity is also known as the mean free path.

� Inelastic scattering length l in - the distance an electron travels before its energy changes by
kB T (due to phonon-scattering processes); note that this length is related to energy relaxation
proceses.

� Phase coherence lengthl ' - the distance an electron travels before the phase of its wave-
function changes by 2� ; this parameter brings in the quantum nature of charge carriers and the
so called decoherence process.

For a macroscopic conductor whose length in the direction of electronic ow is L one has

lel < l in < l ' � L: (1.1)

At low temperature the three lenghts de�ned above are typically of the order of few � m or less.
Now, asL decreases to few hundreds of nanometers one has

L < l in < l ' ; (1.2)

and the system becomesmesoscopic. Clearly, electrons travelling inside such a conductor ex-
perience only elastic scattering and conserve the phase of the wavefunction. In other words,
the transport is said to be coherent. If in addition one also hasL � lel the transport is called
ballistic. Examples of mesoscopic systems are: metallic rings, the two-dimensional electronic
gas (2DEG), quantum dots, carbon nanotubes or graphene sheets.

It is very important to have in mind that ALL these lenghts become very small as the tem-
perature increases and the quantum features of transport arecompletely washed out. For this
reason, the experiments and the applications based on quantum devices must be performed at
very low temperatures (of order of few K or even tens of mK in the case of nanoelectromechan-
ical systems). A fortunate exception are carbon nanotubes which display quantum transport
properties even at room temperature.

The typical transport setup at nanoscale is the same as in the classical regime and goes as
follows: a piece of conductor is coupled to at least two electron reservoirs (source and drain
probes). Then a biasV is applies across the conductor, and one measures the curentI owing
from one reservoir to another. The ratio g = I=V is by de�nition the conductance of the
system. As already mentioned, for large samplesg has an Ohmic behaviour, meaning that it
can be expressed asg = �W=L , � being the conductivity of the sample, W its width and L
its length. Contrary to what we expected from this formula, the experiments [9] showed that
as L decreases the conductance doesnot increases inde�nitely but rather reaches a limiting
value gc. More precisely, in order to break the Ohmic behaviourL should be smaller than the
mean free path of electrons inside the sample. The mesoscopic systems obey that condition and
are expected to be the building blocks of the future microelectronics (see [10] for an extensive
review on the experimental results and [11] for a more theoreticaloverview).

It was clear from the 80's that in order to describe the transport processes at nanoscale one
has to go beyond the Boltzmann description that recovers the Drude-Lorentz formula. Some
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of the challenging problems which stimulated new quantum theoretical methods were: the
appropriate treatment of electron-electron interaction (in part icular, going beyond the single-
particle mean-�eld approximation), the description of the non-linear response regime or the
calculation of time-dependent (transient) transport properties.

The tutorial presents some of these method and is organized in several sections. In Sec-
tion 2 we present the �rst non-trivial e�ect observed at nanoscale, namely the quantization of
the conductance in the quantum point contacts. Section 3 presents the so calledpartitioning
and partition-free setups for quantum transport which, together with the de�nition of the cur-
rent operator set the stage for various theoretical methods. Section 4 describes the scattering
approach to non-interacting quantum transport and contains the derivation of the celebrated
Landauer-B•uttiker formula. The quantum master equation meth od is presented in Section 5.
Section 6 contains the formulation of vibron-assisted transport innanoelectromechanical sys-
tems. In Section 7 the current-induced magnetic switching in arti�cial nanomagnets. Finally, a
quick account on the non-equilibrium Green's function formalism is given in Section 8, followed
by two simple applications in Sections 9 and 10 . Appendix 11 contains some technical details.

2 Conductance quantization

In this section we provide the simplest transport calculation which captures the step-like struc-
ture of the conductance of a quantum point contact (QPC). Such systems are obtained by
adding a split-gate structure on top of a AlGaAs heterostructure hosting a two-dimensional
electron gas (2DEG). In the presence of the metallic gates two large regions of the 2DEG be-
come separated by a narrow quasi one-dimensional structure (see Fig. 1). Now, assuming that
the left/right regions of the 2DEG are characterized by equilibrium chemical potentials � L and
� R one can measure the current passing through the narrow 1D constriction.

x

kx

E

� L

� R

E1

E2

E0

Figure 1: Left panel: Transport through a one-dimensional long structure placed between two
particle reservoirs at chemical potentials. The propagation direction of electronic plane waves is
indicated by arrows. b) Right panel: The dispersion relation for several energy levelsEn of the
1D channel (the spin degeneracy is present). Electrons tunnel from the left reservoir into the
probe and from the probe into the right reservoir. The applied bias isthe di�erence between
the two chemical potentials.

We shall start by calculating the wavefunctions of the central sample (the QPC). Given the
geometry of the system one expects that electrons travel freely along the x-axis while being
strongly con�ned to the ( y; z)-plane. Then one can factorise the eigenfunctions as follows:

 nk x � (r ) =
1

p
L

eik x x � n (y; z)j� i ; (2.1)
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where � n (y; z) are the so called transverse modes, j� = " ; #i is the spin state and L is the
normalization length arising from the periodic boundary conditions imposed on thex-axis (we
recall that in this case the wave vectorkx = 2 �n=L , where n is an integer). In addition we
assume a parabolic dispersion law such that:

En� (kx ) = En� +
~2k2

x

2m� ; (2.2)

whereEn� are the energies associated to the transverse channels andm� is the e�ective electron
mass. Note that the second term (i.e. ~2 k 2

x
2m � ) is nothing but the kinetic energy of an electron

traveling along the x-axis. For simplicity we consider that there is no magnetic �eld such that
En� are spin-degenerate and we can writeEn� := En . Some of these states are depicted in
Fig. 1 along with the chemical potentials of the two reservoirs� L;R . One expects that the states
with energies below� L will not contribute to the transport as they are always occupied. On
the other hand, the states above� L cannot be populated unless so the available energies for
transport are the ones whose energies lie within the 'bias window'� L � � R . Next we recall the
expression of the quantum-mechanical current density in thex-direction associated to a state
 n k � :

j nk x � (r ) = �
e~

2im �

�
 �

nk x � (r )r x  nk x � (r ) �  nk x � (r )r x  �
nk x � (r )

�

= �
e
L

j� n (y; z)j2
~kx

m� ex = �
e

2�
j� n (y; z)j2

~kx

m� ex dkx ; (2.3)

where ex denotes the unit vector in the x-direction and in the last line we used the distance
between two consecutive points in thekx -space,dkx = 2 �=L (the spinor functions dissapear
becauseh� j� i = 1). On the other hand ~kx

m � = 1
~

@En� (kx )
@kx

, which is nothing but the connection
between the velocity and the slope of the Bloch bands. Then

j nk (r ) = �
X

�

e
h

j� n (y; z)j2
@En� (kx )

@kx
dkx ex : (2.4)

Moreover, sincedkx = dE@kx =@En� (kx ) one otains that the electrical current density associated
to the energy interval dE reads as:

j n (E ) = � 2
e
h

dEex j� n (y; z)j2: (2.5)

Note that the � =+ sign corresponds to right/left moving electrons that is for kx > 0/ kx < 0.
Now one has to integrate over the cross section of the wire to get the energy dependent current
Jn (E ) corresponding to the energy interval dE. Using the normalization of the transverse
functions � n (y; z) we obtain:

Jn (E ) = � 2
e
h

dEex : (2.6)

Finally, the net equilibrium current is calculated by: i) summing over all t ransverse modesEn

(counting both right and left going carriers), ii) integrating over th e energy and iii) taking into
account that the occupation of each state is given by the Fermi-Dirac distribution function.
This gives:

Jeq = 2
e
h

X

n

Z 1

E n

dE (f L (E ) � f R (E )) ; (2.7)

wheref L;R are the Fermi-Dirac distributions in each region of 2DEG. Note that the bias window
� L � � R = eVsd, whereVsd is the source-drain voltage drop. In the linear response regime (that
is for small applied biaseVsd � kB T):

f L (E ) � f R (E ) =
@fL (E )

@�L
(� L � � R ) = � e

@fL (E )
@E

Vsd; (2.8)
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which, after the energy integration allows us to identify the conductance G of the quantum
point contact:

Jeq = 2
e2

h

X

n

f L (En )V := GVsd: (2.9)

Finally, let us assume that the discrete energiesEn depend linearly on some applied gate
potential Vg, a situation which is easily met in experiments. It is clear that by changing Vg

the position of a given energy levelEn w.r.t to the Fermi level in the function f L changes. As
a consequence, the conductance counts (in units ofe

2

h ) the number of levels located below the
Fermi energy and consequently displays a series of steps asVg varies.

The quantization of the conductance with respect to the gate potential is shown in Fig. 2
for a simple model in which we assume that the single-particle spectrum consist of equally
spaces levels. More precisely we chooseEn = E (0)

n + eVg, where E (0)
n = � 0 + n�. As the gate

potential increases more equidistant energy channels are activated and the number of energy
levels that participate to the transport increases. The single-particle energy is � 0 = 0 :5meV
and the energy gap is � = 4meV, while the left chemical potential is � L = 8 :4meV. The steps
in the conductance are washed out at large temperatures as the steps are smoothened.

T1=1.15K

T2=3K
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Vg(mV)
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Figure 2: The conductance quantization for a system described byequally spaced eigenvalues
(see the discussion in the text).

The rather elementary calculation presented in this section emphasizes purely quantum
e�ects on the transport properties in nanostructures. In the next sections we present general
methods which allow more complicated geometries, scattering processes and Coulomb many-
body e�ects.

3 The partition-free and partitioning transport settings

The transport measurements at nanoscale record the electronicow through a �nite system S
(e.g a quantum wire, a carbon nanotube or a quantum dot) submitted to a voltage drop Vsd

between source and drain probes to which it is coupled by some tunable contacts. The central
sample (S) is therefore open as electrons pass through it from the source probe to the drain
probe. Moreover, the presence of the Coulomb interaction within the small sample calls for a
many-body formulation of the transport problem.

The way in which the electronic ow is generated also poses several problems from the
theoretical point of view. What one usually does in a transport experiment is to switch-on a
bias between the source and drain reservoirs, provided that the system is already connected to
them. To be more precise, one starts from an unbiased situationVsd = 0 and at some instant
t0 raises the bias to a �xed valueeVsd = � � , where � � = � L � � R is the di�erence between the
two chemical potentials of the particle reservoirs (see Fig. 3). Of cuorse, there are many ways
to dinamically switch-on the bias but two options are usually considered in theoretical studies:
i) the adiabatic switching, which insures that at all times the systems is in equilibrium - this
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is the starting point for linear-response calculations and leads to the Kubo formula [13,14]; ii)
the sudden switching, for which the bias raises quickly att0 to its maximum value.

In this process a transient electronic current passes through theopen and interactingsystem,
followed eventually by a stationary regime. The evolution of such a system must be described
in the framework of the non-equilibrium quantum statistical mechanics. The crucial object
here is the statistical operator W of the open quantum system which solves the Liouville-von
Neumann equation:

i~
dW(t)

dt
= [ H (t); W (t)]; W (t = t0) = Win ; (3.1)

where H (t) is the Hamiltonian of the coupled system (i.e the two leadsL and R, the central
systemS and the 'link' between them, see for example Eq. (3.3) below). The time-dependence
of H (t) describes various switching of the non-equilibrium processes (onewe just described
above). Moreover, H (t) contains the Coulomb interaction between electrons con�ned in the
central sample. For reasons which will become clear below we assumethat electrons in the left
and right reservoirs are quasi-free, that is they do not interact. Win is the statistical operator
of the system at some initial time t0. For the transport sccenario described above one can
easily guess that a suitableWin must describe thecoupled and unbiasedsystem. Let us call this
transport scenario partition-free [12], in the sense that the central system is coupled to particle
reservoirs at all times. The choice ofWin is not quite at hand, as the electrons residing in the
unbiased central systems are interacting and, on the other hand, the coupled system has many
degrees of freedom (the particle reservoirs are considered to bein�nite) such that the energy
spectrum is rather continuous and not easily found by analytical ornumerical methods.

Figure 3: The partition-free scenario. a) Initially, that is at t < t 0, the coupled system is
unbiased (� L = � R ). b) At t = t0 the two chemical potentials are varied such that a bias
is established across the sample. Note that at all times the leads arecoupled to the central
system.

� R

� L
S

Figure 4: The partitioning transport scenario: a) For t < t 0 the system isdisconnectedfrom the
leads, while the latter are biased. In spite of the non-vanishing bias there is no electronic ow
through the system. b) At t = 0 the sample S is coupled to the leads and therefore submitted
to the bias � � . Note that the chemical potentials of the in�nite particle reservoir s are not
changed in the presence of coupling.

A formal solution for the Liouville-von Neumann equation can be written down using the
unitary evolution U(t; t 0) associated to the whole system (i.e leads+sample+the coupling be-
tween them). Indeed, straigthforward calculations con�rm that (here � stands for Hermitian
conjugation)

W (t) = U(t; t 0)W (t0)U(t; t 0)� (3.2)
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solves Eq. (3.1). Let us note again that in the partition-free scenario one has little chances to
say something about the unitary evolution.

An alternative transport setting is the so called partitioning scenario. It was introduced
in a series of papers by Caroliet al. [15] and is the starting point of the non-equilibrium
Green's function formalism of quantum transport. Later on it was also succesfully employed to
develop generalized master equation methods. As the name suggests, the partitioning scenario
starts with three decoupledsubsystems: the two particle reservoirs, and the central sampleS
(see Fig. 4). One assumes that the �nite conducting sample is coupled to two leads (particle
reservoirs) at the initial instant t0, but decoupled at earlier times t < t 0. Another di�erence
from the partition-free scenario is that the reservoirs are set todi�erent chemical potentials
� L ; � R beforeestablishing the coupling to the central system. The transport problem concerns
the evolution of this open quantum system fort > t 0. The Hamiltonian describing this scenario
reads as follows:

H (t) = HS + H leads + HT (t); (3.3)

whereHS is the sample Hamiltonian (still containing the Coulomb interaction), H leads describes
the two particle reservoirs (leads) andHT (t) is the so called tunneling or transfer Hamiltonian.
It decribes the contact region between the particle reservoirs and the �nite sample and vanishes
for t < t 0. With these de�nitions the initial density matrix operator at t < t 0 is de�ned as:

W (t = t0) = � L � R � S (t � t0); (3.4)

where � � is the equilibrium statistical operator of the lead � (� = L; R )

� � =
e� � (H � � � � N � )

Tr F � f e� � (H � � � l N � ) g
; (3.5)

and � � and N � denote the chemical potential and the occupation number operator of the lead
� . The trace at the denominator is taken in the Fock space of the leads F � . Note that the
chemical potentials � � are �xed. On the other hand � S (t = t0) describes the isolated central
sample. The easiest choice is to consider that att < t 0 there are no electrons in the �nite system
but other initial conditions can be used, provided one knows the many-body eigenfunctions of
HS :

HS j� i = E� j� i ; (3.6)

where E� denotes the eigenvalue associated to the statej� i . The sets fE � ; j� ig can be found
using analytical or numerical diagonalization methods (some examples will be provided in the
next setions).

Now let A be an operator acting on the anti-symmetric Fock spaceF = FS 
F leads associated
to the whole system (we denoted byFS the Fock space of the central sample and byF leads the
Fock space of the leads, while
 stands for the tensor product). The statistical averagehA(t)i
is calculated as:

hA(t)i = Tr F f W (t)Ag = Tr F f U(t; t 0)W (t0)U(t; t 0)� Ag = Tr F f W (t0)AH (t)g; (3.7)

where we used Eq. (3.2) and the cyclic properties of the trace. Here AH (t) is the Heisenberg
picture of the operator A, that is AH (t) = U(t; t 0)� AU (t; t 0).

Let us apply this general recipe to the electronic charge operatorQ� of the lead � . Since
the charge operator is given byQ� = eN� (e < 0 being the electron charge) one can calculate
the current in the lead � as follows:

hJ � (t)i =
d
dt

hQ� (t)i =
d
dt

Tr F f W (t)Q� g = �
i
~

Tr F f [H; W (t)]Q� g

= �
i
~

Tr F f W (t)[Q� ; H ]g = Tr F f W (t)J � g = Tr F f W (t0)J �;H (t)g; (3.8)
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where we used again the properties of the trace and in the last line weintroduced the current
operator:

J � =
ie
~

[H; N � ]: (3.9)

Eq. (3.8) is exact and shows that the calculation of the current requires some knowledge on the
unitary operator U(t; t 0). At �rst glance one could try to write down a Dyson-type expansion
for the unitary operator U(t; t 0) in order to calculate the statistical average up to various
orders of a relevant perturbation. In fact, one has to decide, based on the physical system
and transport regime under study, which term in the Hamiltonian can be treated as small.
Let us briey discuss three perturbative choices, each of them leading to a di�erent transport
formalism (more details will be provided in the next sections).

1. The weak lead-sample coupling.In this case one assumes that the tunneling Hamiltonian
HT is small; from the physical point of view this situation is realized if the leads are connected
to the �nite sample by some tunneling barriers, as in the experimentswith quantum dots. Then
we formally split the Hamiltonian of the coupled system as follows:

H (t) = HS + H leads + HT (t) := H0 + HT (t): (3.10)

Note that H0 describes the disconnected systems and one can introduce its evolution operator
U0(t; t 0) = e� i

~ ( t � t 0 )H 0 = e� i
~ ( t � t 0 )H S e� i

~ ( t � t 0 )H leads , where the last identity follows from the
fact that [ HS ; H leads ] = 0. The last identity follows from the fact that the operators in HS and
H leads act in di�erent spaces (we recall that in general eA + B 6= eA eB ). It will be shown below
that as long as the electrons in the leads do not interact one can write an explicit formula for
e� i ( t � t 0 )H leads . Moreover, if the many-body statesj� i of HS and its eigenfunctions are known
we havee� i ( t � t 0 )H S j� i = e� i ( t � t 0 )E� ji . These facts will be crucial in order to further continue
the transport calculations. It is useful to switch the statistical operator W (t) to the interaction
picture with respect to the unitary operator U0 according to the well known de�nition:

~W(t) = U0(t; t 0)� W (t)U0(t; t 0): (3.11)

In this picture the quantum Liouville equation reads:

i~
d ~W (t)

dt
= [ ~HT (t); ~W (t)]; (3.12)

and by integration we obtain:

~W (t) = W (t0) +
1
i~

Z t

t 0

ds[ ~HT (s); ~W (s)]: (3.13)

By replacing Eq.(3.13) in the quantum Liouville equation one obtains:

i~
d ~W (t)

dt
= [ ~HT (t); ~W (t0)] +

1
i~

Z t

t 0

ds
h

~HT (t); [ ~HT (s); ~W (s)]
i

: (3.14)

We have therefore shown that in the interaction picture the statistical operator obeys and
integro-di�erential equation. Note that in the integral kernel (t hat is, in the 2nd term of
Eq.(3.14)) one encounters ~W (s), which makes the equation non-local in time. Of course, one
can replace ~W (s) as given by Eq.(3.13) and express~W (t) as a sum of complicated nested
commutators containing ~HT (s1); ~HT (s2); :::; ~HT (sn ) and ~W (sn ). Since HT is assumed to be
small one hopes that a good approximation for ~W (t) is obtained by keeping only a limited
numbers of terms from its expansion. The higher order terms are assumed to be negligible.

In a separate section we shall show that this idea generates the generalized master equation
for the so called reduced density operator (RDO).
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2. Perturbative approach w.r.t the strength of the Coulomb interaction. Let us assume that
the electrons in the �nite system interact through a Coulomb potential. The total Hamiltonian
now reads:

H (t) = HS;0 + Vint + H leads + HT (t); (3.15)

where HS;0 is the single-particle Hamiltonian of the non-interacting system andVint is a two-
body operator describing the Coulomb interaction. The main di�culty here relies on the fact
that a simple expression for the density operator of the interacting system does not exist. Oth-
erwise stated, one cannot easily handle neither the terme� � (H S; 0 + Vint � �N S ) nor the Heisenberg
picture operator J �;H (t) which appears in the statistical average of the current. The technical
solution to this problem leads to the non-equilibrium Green's function (NEGF) formalism and
will be presented in a separate section. Note that the partitioning scenario still holds in the
NEGF formalims and the lead-sample coupling is not assumed to be small.In this method, the
perturbative calculations are being made with respect the the Coulomb interaction. In fact, it
will turn out that the e�ect of HT will be included, up to any order, in the so called self-energy
of the leads.

3. A bias which is adiabatically applied on the leads.
Let � � , be a smooth switching function such that for � > 0 one has 0� � � (t) � 1 and:

� � (t) =
�

e�t if t � 0
1 if t > 1

: (3.16)

Then a constant voltage v� adiabatically applied on each lead� generates the following per-
turbation:

V (t) := � � (t)
X

�

v� N � : (3.17)

Again, we split the Hamiltonian of the total system in a form which singles out the perturbation,
in this case the bias:

H (t) = HS + H leads + HT + V (t) := H0 + + V (t): (3.18)

What can be said about the statistical operator W (t) in this case? It is easy to check that:

W (t) = U0(t; t 0)
 � (t; t 0)W (t0)
( t)U0(t; t 0)� ; (3.19)

where we introduced the operator 
( t; t 0) = U(t; t 0)� U0(t; t 0) = U(t; t 0)� e� i
~ ( t � t 0 )H 0 . By

straightforward calculations one can write down the equation of motion for the operator 
:

d
dt


( t; t 0) = i~
( t; t 0) ~V (t); (3.20)

where ~V (t) is the bias operator in the interaction picture w.r.t H0. Then the Dyson equation
reads:


( t; t 0) = 1 +
i
~

Z t

�1
ds
( s; t0) ~V (s): (3.21)

In order to obtain a perturbative expansion of the statistical operator in terms of the external
bias one has to plug Eq.(3.21) into Eq.(3.19). The 1st terms are obtained by approximating

( s; t0) � 1 in the integral of the Dyson equation. Then one gets:

W (t) = U0(t; t 0)
�

1 �
i
~

Z t

�1
ds~V (s)

�
W (t0)

�
1 +

i
~

Z t

�1
ds~V (s)

�
U0(t; t 0)�

= W (t0) �
i
~

Z t

�1
ds

h
e

i
~ (s� t )H 0 V (s)e� i

~ (s� t )H 0 ; W (t0)
i

+ O(v2): (3.22)
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Now it is clear that when using the above expression forW (t) in the calculation of the current
through the lead � the reults will be of 1st order in the applied bias. Up to some technical
details (i.e. performing the adiabatic limit � ! 0 and taking the lenght of the leads to in�nity,
i.e the so called thermodynamic limit) this is nothing but the linear-response approach behind
the Kubo formula.

The partitioning scenario was questioned [12,16] because of its poor connection to real-life
experiments which are rather performed in the partition-free setting. However, the partition-
ing approach captures plenty of transport phenomena and is easyto implement numerically.
Another advantage is that it provides a common starting point from where one can develop,
under speci�c assumptions and approximations, the main quantum transport formalisms: the
Landauer formalism, the master equation approach and the non-equilibrium Green's function
theory.

4 The Landauer-B•uttiker formula for non-interacting tran s-
port

The scattering approach to quantum transport relates the current or the conductance of a
mesoscopic system to its transmission properties of the latter. Before proceeding to more elab-
orate calculations let us have a grasp on the formula based on the simple counting argument we
already used in Section 2. There, we derived the current through aone-dimensional channel in
Eq. (2.7), by collecting the contribution of each quantum channel (or subband) to transport and
taking into account that the occupation of these channels is essentially controlled by the equilib-
rium Fermi distributions of the leads. We also tacitly assumed that electrons entering or leaving
the channel do not experience any scattering in the contact regions where the reservoirs are
placed. Formally, relaxing this assumption of reectionless contacts amounts to introduce some
energy-dependent transmission coe�cientsTLR (E ) and TRL (E ) which represent the probability
that an electron incident from the electrode L=R reaches the other electrodeR=L propagating
through the mesoscopic sample. This construction suggest that areasonable generalization of
Eq. (2.7) would be to add the transmission functions within the integral over energy.

Actually, in the the �nite-bias regime the Landauer-B•uttiker [17,1 8] formula for the steady-
state current turns out to be:

I (V ) =
2e
h

Z 1

�1
dET (E; V ) ( f L (E ) � f R (E )) ;

whereT(E) := TLR (E ) = TRL (E ) is the transmittance of the central system which depends on
energy and biasV . The identity TLR (E ) = TRL (E ) only holds in the absence of the magnetic
�eld.

In spite of its simplicity the Landauer-B•uttiker formula is a powerfu l theoretical tool in
mesoscopic physics with applications ranging from transport through quantum junctions, wires
or carbon nanotubes to thermal transport. Moreover, a lot of work has been done to present
more elaborated derivations of the formula, e.g from the linear-response quantum theory [19].

4.1 The proof of the Landauer-B•uttiker formula

The proof included below is borrowed from Ref. [20] and has certain advantages over other
less rigorous or heuristic proofs: i) it is derived in the partitioning approach, establishing
therefore a unitary framework for all transport methods (GME and non-equilbrium Keldysh
formalism); ii) uses in a rigorous way standard results from the scattering theory leading directly
to the transmittance matrix T(E), iii) the current is calculated starting from a well-de�ned
quantum statistical non-equilibrium problem. For the sake of simplicity we shall skip some of
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the mathematical subtleties (the interested reader could identifythese aspects in Ref. [20] and
from the references therein).

Note that we work in the partitioning setting and the electron-electron interaction is ne-
glected both in the sample and the leads. Thesingle-particle Hamiltonian of system reads
as:

H = HS + HL + HT : (4.1)

Here HL =
P N

 =1 H  is the Hamiltonian of the N particle reservoirs (or leads). Each lead
is described by the Hamiltonian H  and has chemical potential �  and inverse temperature
�  = 1 =kB T .

Let fj mig be an orthonormal basis inH S and jm i a similar basis in H  , where H S and
H  are the single-particle Hibert spaces of the sampleS and lead  . The Hilbert space of the
entire system is thereforeH = H S � N

 =1 H  . For lattice models the two bases correspond to the
'sites' of a �nite 2D sample and 1D chains describing the leads. More precisely, if the sample is
described byM S sites one hasm = 1 ; M S while for each lead the number of sites is allowed to
be in�nite. Assuming for simplicity that the sample S is suddenly coupled to some semiin�nite
leads at instant t = 0 the tunneling Hamiltonian HT acquires the form:

HT =
X



X

m � M S

�
Vm jm ihmj + V �

m jmihm j
�

; (4.2)

where the coe�cients Vm set the coupling strength of the pair of states fj mi ; jm i . This
Hamiltonian can be readily written in the 2nd quantized form but its exp ression will not be
needed here as we are working only with single-particle operators.

Let us note that the lead-sample couplingVm is in fact a �nite-rank rank matrix. In the
lattice representation the 2D sample is described by a �nite number of sites and therefore in
Eq. (4.2) the sum over m is restricted to M S . For simplicity we can actually consider that
jmi and jm i are precisely the functions localized on the sitem or m . More generally, one
should assume that in the coupling Hamiltonian HT one can use some localized functions' m

and ' 
m from the Hilbert spaces H S and H  . The problem of deriving appropriate tunneling

Hamiltonians is an old one and goes to Feuchtwang [21] and Caroli [15].
The current J � in a given lead � requires (see Section 3) the calculation of the statistical

average TrF f Ŵ (t)Ĵ � g in the multi-particle Fock space F derived from the single-particle Hilbert
spaceH. Here Â denotes the second quantized representation of the single-particle operator A.
Therefore Ŵ (t) is the statistical operator and Ĵ � is the 2nd quantized current operator in the
lead � .

The current in a given lead � is obtained by computing the trace of the corresponding
operator w.r.t the density operator W of the coupled system. Using the previous results and
the cyclicity properties of the trace we get:

hJ � (t)i = Tr F f Ŵ (t)Ĵ � g = ieTr F f Ŵ (t)[Ĥ; N̂ � ]g = ieTr F f Û(t; t 0)�̂ S (t0)�̂ leads Û � (t; t 0)[Ĥ; N̂ � ]g

= ieTr F f �̂ S (t0)�̂ leadsÛ0(t; t 0)Û � (t; t 0)[Ĥ; N̂ � ]Û(t; t 0)Û �
0 (t; t 0)g; (4.3)

where we also used the fact that the initial density operator commutes with the unitary evolution
Û0(t; t 0) of the decoupled system, such that one has [̂W (t0); Û0(t; t 0)] = 0. Without loss of
generality we sett0 = 0 and use the simpli�ed notation U(t) instead of U(t; t 0).

Now we shall use the assumption that electrons do not interact, neither in the leads not in
the sample. This means that the trace on the multiparticle Fock space reduces to the trace on
the single-particle Hilbert spaceH such that for any second quantized single-particle operator
Â one can write

Tr F f �̂ S (t0)�̂ leads Âg = Tr H f � S (t0)� leadsAg: (4.4)

This means that one can express the average current in terms of 'hatless' quantities:

hJ � (t)i = ieTr H f � S (t0)� leadsU0(t)U � (t)[H; N � ]U(t)U �
0 (t)g: (4.5)
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At this point one should recall that the Landauer-B•uttiker formu la provides the stationary
current which is de�ned here as the long-time limit:

J � = lim
t !1

hJ � (t)i : (4.6)

Let us mention here that the existence of a non-equilibrium steady-state should not be taken
for granted. In some case it simply does not exists. Next, we observe that the long-time limit
establishes a direct connection to the M•oller operator from the scattering theory [22]:


 + = lim
t !�1

U � (t)U0(t)� leads = lim
t !1

U(t)U �
0 (t)� leads ; (4.7)

where � leads =
P N

 =1 �  is the orthogonal projection on the Hilbert space of the reservoirs.
Without entering into more mathematical considerations which are far beyond the narrow
aim of this tutorial (see for example the very general theory developed in Refs. [23, 24]) it is
important to notice here that the energy spectrum of the semiin�nite leads is continous and
that the assumption on the spatial localization of the coupling coe�c ients ensures that the
M•oller operator exists.

Taking into account the de�nition of the M•oller operator and the fa ct that the projection
on the leads' subspace eliminates the initial density matrix� S of the sample the steady state
current is given as:

J � = ieTr H f 
 + � leadsF0� leads 
 �
+ [HT ; N � ]g = ieTr H f � leadsF0� leads 
 �

+ [HT ; N � ]
 + g; (4.8)

where we introduced the notation

� leadsF0� leads =
NX

 =1

f F D
�  ;� 

(H  ) := f F D (HL ): (4.9)

Here f F D
�  ;� 

(x) are the usual Fermi-Dirac functions:

f F D
�  ;� 

(x) = (1 + e�  (x � �  ) )� 1: (4.10)

With this notation the current acquires the compact form:

J � = ieTr H f 
 + f F D (H )
 �
+ [HT ; N � ]g: (4.11)

Now it easy to check by direct calculation that:

[HT ; N � ] =
X

m

(V �
�m jmihm� j � V�m jm� ihmj) ; (4.12)

which then allows us to perform the trace over the single-particle Hilbert space. The result is:

J � = ie
X

n

�
hn�; 
 + f F D (HL )
 �

+ V �
�n ni � h n; 
 + f F D (HL )
 �

+ V�n n� i
�

= � 2e
X

n

Imfhn�; 
 + f F D (HL )
 �
+ V �

�n nig : (4.13)

To obtain the last line we used the identities:

hn; 
 + f F D (HL )
 �
+ V�n n� i = h
 + V �

�n f F D (HL )
 �
+ n; n� i = hn�; V �

�n 
 + f F D (HL )
 �
+ n; n� i :

(4.14)
Now we shall use the so called spectral representation of the operator-valued function

f F D (HL ):

f F D (HL ) =
X



Z

� (H L )
dEf F D (E )j	 (0)

E; ih	 (0)
E; j; (4.15)
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where � (HL ) denotes the energy spectrum of the leads (which covers a continous �nite or
in�nite interval and depends on the model Hamiltonian HL ) and 	 (0)

E; are the generalized
eigenfunctions ofH  at a given energyE. Using this spectral representation in Eq. (4.13) we
have:

J � = � 2e
X



X

n

Z

� (H L )
dEf  (E )Im hn�; 
 + 	 (0)

E; ih	 (0)
E; ; 
 �

+ V �
�n ni :

The term inside the integral can be calculated as follows (recall thatthe number operator on
the lead � coincides to the projection operator, that is � � = N � ):

Imhn�; 
 + 	 (0)
E; ih	 (0)

E; ; 
 �
+ V �

�n ni = �
i
2

h	 (0)
E; ; 
 �

+ (V �
�n jnihn� j � V�n jn� ih� j)
 + 	 (0)

E; i

=
1
2

h	 (0)
E; ; 
 �

+ [HT ; N � ]
 + f  (E )	 (0)
E; i

= Im hHT 
 + 	 (0)
E; ; � � 
 + 	 (0)

E; i : (4.16)

Using the last expression the stationary currentJ � can be written as:

J � = � 2e
Z

� (H L )
dEf � (E )Im hHT 
 + 	 (0)

E;� ; � � 
 + 	 (0)
E;� i

�
X

� 6= �

Z

� (H L )
dEf � (E )ImhHT 
 + 	 (0)

E;� ; � � 
 + 	 (0)
E;� i (4.17)

where we singled out the term corresponding to the lead� from the other ones. Eq. (4.17) can
be further manipulated using again two standard results from stationary scattering theory:

j	 +
;E i = 
 + j	 (0)

;E i ; (4.18)

j	 �
;E i = j	 (0)

;E i � (H0 � E � i 0)� 1HT j	 �
;E i (4.19)

The �rst equation de�nes the scattering states of the coupled system while the 2nd is nothing
but the Lippmann-Schwinger equation. Let us consider now the 1stterm in Eq. (4.17):

hHT 
 + 	 (0)
E;� ; � � 
 + 	 (0)

E;� i = hHT 
 + 	 (0)
E;� ; � � 	 +

E;� i

= hHT 	 +
E;� ; 	 (0)

E;� i � h HT 
 + 	 (0)
E;� ; (H0 � E � i 0)� 1HT j	 +

;E i (4.20)

In the 1st term in the above equation we recognize the diagonal element T�� (E ) of the T-matrix
from the scattering theory:

T�� (E ) = h	 (0)
E;� ; HT 	 +

;E i : (4.21)

In the 2nd term one has to use the Sohotsky formula:

1
E 0 � E � i 0

= i�� (E 0 � E ) + P
�

1
E 0 � E

�
; (4.22)

and the spectral representation ofH0 which lead to:

ImhHT 
 + 	 (0)
E;� ; (H0 � E � i 0)� 1HT j	 +

;E i

=
Z

dE0hHT 
 + 	 (0)
E;� ; 	 (0)

E 0;� ih	 (0)
E 0;� ; HT 	 +

;E i
1

E 0 � E � i 0

= � hHT 
 + 	 (0)
E;� ; 	 (0)

E;� ih	 (0)
E;� ; HT 
 + 	 (0)

E;� i = � jh	 (0)
E;� ; HT 
 + 	 (0)

E;� ij 2: (4.23)
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Now one has to use the optical theorem from scattering theory which says that:

T�� (E ) � T�� (E ) = � 2i ImT�� (E ) = � 2�i

0

@jT�� (E )j2 +
X

� 6= �

jT�� (E )j2

1

A ; (4.24)

from which one concludes that

ImT�� (E ) = � jT�� (E )j2 +
X

� 6= �

jT�� (E )j2: (4.25)

As a result the �rst term in Eq. (4.17) reduces to:

� 2e
Z

� (H L )
f � (E )

X

� 6= �

jT�� (E )j2: (4.26)

We now consider the term in Eq. (4.17), that is the term containing the Fermi function f � .
One has to use again the Lippmann-Schwinger equation and the spectral representation of H0:

hHT 
 + 	 (0)
E;� ; � � 
 + 	 (0)

E;� i = �h HT 
 + 	 (0)
E;� ; � � (H0 � E � i 0)� 1HT 	 +

E;� i

= �
Z

dE0hHT 	 +
E;� ; 	 (0)

E;� ih	 (0)
E;� ; (E 0 � E � i 0)� 1HT 	 +

E;� i : (4.27)

Plugging the last line in Eq. (4.17) one notices that the 2nd term in this equation equals
� i� jT�� j(E )2f � (E ). Collecting all the terms now leads to:

I � = � 2e
Z

� (H L )
dE(f � (E ) � f � (E )) jT�� (E )j2; (4.28)

which is nothing but the Landauer-B•uttiker formula.
A natural question is whether the Landauer formula could be also derived in the partition-

free setting. In this setting one has to compute the current due to the applied (possibly large)
bias on the leads. At �rst step the problem was considered in a simpli�ed form, namely to
derive the Landauer formula in the linear-response regime. Clearly,the suitable starting point
is the Kubo formula for the conductance. This result was presented by Baranger and Stone [19]
some time ago and rigourously proved within a lattice model in Ref. [25].The main problem
here is that the perturbation (i.e the bias) is not localized in space andbecomes unbounded
when the leads are in�nite.

5 The master equation method for open quantum systems

5.1 The reduced density operator

The common aim of the so called master equation (ME) methods is to obtain "enough" infor-
mation on the density matrix operator W (t) of an open quantum system in order to compute
statistical averages for relevant observables (e.g for the current hJ � i owing from the particle
reservoir � to the �nite sample to which it is coupled).

Quite generally, the total Hamiltonian of a system S coupled to some reservoir or environ-
ment degrees of freedom reads as:

H (t) = HS + HR + HSR (t) := H0 + HSR (t); (5.1.1)

whereHSR stands for the system-reservoir coupling andHR is the Hamiltonian of the reservoir.
In the transport settings introduced in Section 3 the sampleS was a purely electronic system
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connected to particle reservoirs. Here, for the sake of generality we allow for both particle and/or
bosonic reservoirsR. Moreover, HS could be the Hamiltonian of a so called hybrid quantum
system containgcoupledfermionic and bosonic modes (some examples will be provided below).
For now, the explicit expression ofHSR is not needed.

As in Section 3, the starting point of the theoretical investigations leading to the ME is the
Liouville-von Neumann equation for W (t) which we now rewrite in a more convenient form:

i~
@W(t)

@t
= L(t)W (t); W (t0) = � S (t0) 
 � R ; (5.1.2)

where we assumed that the initial density matrix is given in a tensor product form and we
introduced the notation:

L (t) = L 0 + L SR ; L 0� = [ H0; �]: (5.1.3)

For further use we shall also need:

L S � = [ HS ; �]; L SR � = [ HSR ; �]: (5.1.4)

The strategy behind the ME approach was put forward in many theoretical studies (see for
example the classical reviews and textbooks [26{32]) and is meant toby-pass the notoriously
di�cult problem to compute W (t) directly. Instead, one looks at a more "friendly" object,
namely the reduced density operator (RDO) de�ned as:

� (t) = Tr R f W (t)g; (5.1.5)

where TrR denotes the trace over the typically in�nite degrees of freedom of the reservoirs.
Clearly, � is still an operator acting on the Hilbert/Fock space of the systemFS . It turns out
that under appropriate conditions � (t) has all the required properties of a density operator
in FS (namely it is Hermitian, positively de�ned Tr f � 2g � 1, while TrF S = 1). Then one
can use the RDO to compute statistical averages associated to observablesA of the systemS.
Moreover, the RDO obeys an equation of motion, henceforth named master equation, which
can be solved exactly or numerically, providing some approximations are made.

5.2 The generalized master equation for hybrid quantum syst ems

General master equations for open quantum systems has been derived in many recent textbooks
or review papers. Here we shall use the projection method due to Nakajima and Zwanzig [31]
which leads to the non-markovian version of the master equation. It should be said that earlier
studies rely on markovian or Lindblad versions of the ME and were mostly focused on systems
coupled to a thermal reservoir or to two-level atoms interacting with a quantized optical mode
of a cavity in the presence of dissipative processes (the so caled dissipative Jaynes-Cummings
model). In these cases the system, while beingopen in the sense that it is coupled to its
environment, is described by a constant number of particles. In this context one performs
advanced studies on oscillations and photon dynamics in optically active systems.

On the other hand, transport calculations based on the master equations for purely fermionic
systems are more recent (see for example Refs. [33{35]). The substantial experimental progress
in preparing various molecular structures, nanoelectromechanical systems or quantum-dot cav-
ity systems calls for theoretical methods able to capture thecoexistenceof fermionic and bosonic
degrees of freedom. Then, the extension of the ME method to hybrid quantum systems is a
natural step forward.

From the formal point of view the projection technique is quite general and the derivation of
a master equation for the RDO does not depend on a speci�c model (i.e. on the geometry and
spectrum of the central system or on the correlation functions of fermionic/bosonic reservoirs).
In general, as long as one can write down a system-reservoir coupling Hamiltonian HSR a
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master equation can be derived. Although this step has been done inseveral papers on vibron-
assisted transport in nanoelectromechanical systems [37,38] orin the context of cavity quantum
electrodynamics [39,40] here we shall closely follow the derivation and notations from Ref. [36].

For the sake of generality we shall consider a hybrid systemS made of an electronic structure
S1 which is coupled to nr particle reservoirs characterized by chemical potentials and temper-
atures f � l ; Tl g, l = 1 ; 2; :::; nr , and a second subsystemS2 made of bosonic degrees of freedom
(i.e. a nanomechanical resonator in the quantum regime, or a single-mode quantum cavity).
The subsystemS2 can also be coupled to thermal or photonic baths which are described as
a collection of oscillators with frequenciesf ! k g. Let FS1 and FS2 be the Fock spaces associ-
ated to the two systems. Typically FS1 is a set of interacting many-body con�gurations of the
electronic system whereasFS2 is made by harmonic oscillator Fock states.

The dynamics of the open systemS1 and of nearby `detector' systemS2 are intertwined
by a coupling V . Under a voltage bias or a temperature di�erence the systemS1 carries an
electronic or a heat current which need to be calculated in the presence of the second subsystem.
Conversely, the averaged observables ofS2 (e.g. mean photon number) will also depend on the
transport properties of S1. The Hamiltonian of the hybrid structure is:

HS = HS1 + HS2 + V: (5.2.1)

In this work HS1 will describe various Coulomb-interacting structures: a single quantum
dot, a 2D wire or parallel quantum dots. We shall denote byj� i and E � the many-body con�gu-
rations and eigenvalues ofHS1 , that is one hasHS1 j� i = E � j� i . HS1 can be equally expressed in
terms of creation and annihilation operators f cy

n� ; cn� g associated to a spin-dependent single-
particle basis f  n� g of a single-particle Hamiltonian h(0)

S1
(see the next sections for speci�c

models), such that:
HS1 = H (0)

S1
+ VC ; (5.2.2)

where H (0)
S1

is the 2nd quantized form of h(0)
S1

and VC is the Coulomb interaction. Similarly,
the eigenfunctions and eigenvalues of the 2nd subsystemS2 will be denoted by jj i and ej

such that HS2 jj i = ej jj i . As for the coupling V one can mention at least two examples: the
electron-photon coupling in a quantum-dot cavity and the electron-vibron coupling in nano-
electromechanical systems.

As already mentioned the system-reservoir HamiltonianHSR contains the coupling to the
leads and the coupling of a bosonic mode to a thermal or leaky bosonicenvironments HE :

HSR (t) = HT (t) + HE : (5.2.3)

Note that the interaction with the bosonic environment HE does not depend on time. The
lead-sample tunneling term HT carries a time-dependence that will be explained below. The
Hamiltonian of the reservoirs,

HR = H leads + Hbath (5.2.4)

describes at least two semiin�nite leads (left-L and right-R) but could also contain bosonic or
thermal bath.

This general scheme allows one to recover several relevant settings. If S1 describes an
optically active structure and S2 de�nes a photonic mode then V could become either the
Rabr or the Jaynes-Cummings electron-photon coupling. The absence of the particle reservoirs
simpli�es HS to well known models in quantum optics, while by adding them one can study
photon-assisted transport e�ects (e.g. Rabi oscillation of the photocurrents or electrolumines-
cence). Also, by removingS2, V and the bosonic dissipation one �nds the usual transport
setting for a Coulomb interacting purely electronic structure.

Let " l (q) and  l
q� be the single particle energies and wave functions of thel-th lead. For

simplicity we assume that the states on the leads are spin-degenerate so its energy levels do
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not depend on the spin index. Using the creation/annihilation operators cy
ql� / cql� associated

to the single particle states, we can write:

H leads =
X

l

H l =
Z

dq
X

�

" l (q)cy
ql� cql� : (5.2.5)

As for the bosonic bath, it is described by a collection of harmonic oscillators with frequencies
! k and by corresponding creation/annihilation operators by

k =bk :

Hbath =
X

k

~! k by
k bk : (5.2.6)

The tunneling Hamiltonian written in the 2nd quantized form reads as:

HT (t) =
X

l

X

n�

Z
dq� l (t)(T l

qn cy
ql� cn� + h:c); (5.2.7)

where we considered without loss of generality that the tunneling processes are spin conserving.
For the simplicity of writing the spin degree of freedom � will be henceforth tacitly merged
with the single-particle index n and restored if needed.

The time-dependent switching functions � l (t) control the time-dependence of the contacts
between the leads and the sample; these functions mimic the presence of a time dependent
potential barrier. We emphasize that in most studies based on ME method the coupling to the
leads is suddenly switched at some initial instantt0 such that for each lead� l (t) = � (t � t0)
where � (x) is the Heaviside step function. This choice is very convenient if one imposes the
Markov approximation in view of a time-local Master equation. Here we allow for more general
switching functions: i) a smooth coupling to the leads or ii) time-dependent signals applied
at the contacts to the leads. In particular, if the potential barrie rs oscillate out of phase the
system operates like a turnstile pump under a �nite constant bias.

The coupling T l
qn describes the tunneling strength between a state with momentumq of the

lead l and the state n of the isolated sample with wavefunctions n . In the next sections we
shall show that these matrix elements have to be calculated for each speci�c model by taking
into account the geometry of the system and of the leads.

The initial state W0 := W (t0) factorizes as:

W0 = � 0 
 � leads 
 � bath := � 0 
 � R ; (5.2.8)

where the equilibrium density operator of the leads reads:

� leads =
Y

l

e� � (H l � � l N l )

Tr l f e� � (H l � � l N l ) g
; (5.2.9)

and � l and N l denote the chemical potential and the occupation number operator of the lead
l . Similarly,

� bath =
Y

k

e� ~! k by
k bk =kB T (1 � e� ~! k =kB T ): (5.2.10)

Finally, � 0 is simply a projection on one of the states of the hybrid system, andas such its
calculation must take into account the e�ect of the hybrid coupling V (see the discussion in
Section 2.2).

We now de�ne two projections:

P� = � R Tr R f�g Q = 1 � P: (5.2.11)

It is straightforward to check the following properties:

PL S = L SP; PL SR (t)P = 0 : (5.2.12)
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The Liouville equation (5.1.2) splits then into two equations:

i~P
@W(t)

@t
= PL(t)P W(t) + PL(t)QW (t) (5.2.13)

i~Q
@W(t)

@t
= QL(t)QW (t) + QL(t)P W(t); (5.2.14)

and the second equation can be solved by iterations (T being the time-ordering operator):

QW (t) =
1
i~

Z t

t 0

dsT exp
�

�
i
~

Z t

s
ds0QL(s0)

�
QL(s)P W(s): (5.2.15)

Inserting Eq. (5.2.15) in Eq. (5.2.13) and using the properties ofP we get the Nakajima-Zwanzig
equation:

i~P
@W(t)

@t
= PL SW (t)

+
1
i~

PL SR (t)Q
Z t

t 0

dsT exp
�

�
i
~

Z t

s
ds0QL(s0)Q

�
QL SR (s)P W(s):(5.2.16)

In order to have an explicit perturbative expansion in powers ofHSR (t) one has to factorize
the time-ordered exponential as follows:

T exp
�

�
i
~

Z t

s
ds0QL(s0)Q

�
= expf QL 0Qg(1 + R); (5.2.17)

where the remainderR contains in�nitely deep commutators with inconveniently embedded
projection operators. Usually one considers a truncated versionof the Nakajima-Zwanzig equa-
tion up to the second order contribution w.r.t. the system-reservoir HSR :

i ~ _� (t) = L S � (t) +
1
i~

Tr R

�
L SR

Z t

t 0

dse� i ( t � s)L 0 L SR (s)� R � (s)
�

: (5.2.18)

Now, by taking into account that for any operator A acting on the Fock space of the hybrid
systeme� i

~ t L 0 A = e� i
~ tH 0 Ae

i
~ tH 0 and denoting by U0(t; s) = e� i

~ ( t � s)H 0 the unitary evolution
of the disconnected systems we arrive at the well known form of the GME:

i~ _� (t) = [ HS ; � (t)] �
i
~

Uy
0 (t; t 0)Tr R

� Z t

t 0

ds
h

~HSR (t);
h

~HSR (s); ~� (s)� R

ii �
U0(t; t 0)

= [ HS ; � (t)] �
i
~

Uy
S(t; t 0)Tr R

� Z t

t 0

ds
h

~HSR (t);
h

~HSR (s); ~� (s)� R

ii �
US (t; t 0);(5.2.19)

where in order to get to the last line we removed the evolution operators of the environment
from both sides of the trace. At the next step one observes thatwhen performing the trace over
the reservoirs and environment degrees of freedom the mixed terms in the double commutator
vanish because each of the coupling termsHT and HE carries only one creation or annihilation
operator for the corresponding reservoir such that:

Tr R f ~cy
ql (t)~bk (s)� R g = Tr leads f ~cy

ql (t)� leadsg � Tr bath f ~bk (s)� bath g = 0 : (5.2.20)

Moreover, the time evolution of each term can be simpli�ed due to thecommutation relations
[Hbath ; HT ] = [ H leads ; HE ] = 0:

~HT (t) = e
i
~ tH S e

i
~ tH leads HT e� i

~ tH S e� i
~ tH leads ; (5.2.21)

~HE (t) = e
i
~ tH S e

i
~ tH bath HE e� i

~ tH S e� i
~ tH bath : (5.2.22)
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The GME then reads as:

_� (t) = �
i
~

[HS ; � (t)] �
1
~2 Uy

S (t; t 0)Tr leads

� Z t

t 0

ds
h

~HT (t);
h

~HT (s); ~� (s)� leads

ii �
US (t; t 0)

�
1
~2 Uy

S (t; t 0)Tr bath

� Z t

t 0

ds
h

~HE (t);
h

~HE (s); ~� (s)� bath

ii �
US (t; t 0) (5.2.23)

:= �
i
~

[HS ; � (t)] � D leads [�; t ] � D bath [�; t ] (5.2.24)

Eq. (5.2.24) is the generalized master equation for our hybrid system. It provides the reduced
density operator � in the presence of particle and bosonic reservoirs and also takes into account
the memory e�ects and the non-trivial role of time-dependent signals applied at the contact
regions through the switching functions � l . The second term in Eq. (5.2.23) is needed only if
HS2 describes a quantized optical or mechanical oscillation mode. In thiscase we shall assume
that the Markov approximation holds and the coupling to dissipative bosonic modes can be
cast in a Lindblad form. For further calculations one has to solve theGME as a system of
coupled integro-di�erential equations for the matrix elements of the RDO with respect to a
suitable basisin the Fock spaceFS = FS1 
 F S2 . We discuss this issue in the next subsections.

The starting point in solving the GME is to write down the matrix element s of the system-
environment operatorsHT and HE w.r.t. the `disjoint' basis formed by the eigenstates ofHS1

and HS2 , j�; j i := j� i 
 j j i .
However this strategy does not help much when evaluating the time evolution (see Eqs. (5.2.21)

and (5.2.22)) asHS is not diagonal w.r.t. to j�; j i such that one cannot easily write down the
matrix elements of the unitary evolution US(t; t 0). In fact we are forced to solve the GME
by using the eigenfunctionsj' p) and eigenvaluesEp of the Hamiltonian HS . The former are
written as:

j' p) =
X

�;j

V(p)
�j j�; j i : (5.2.25)

Here the notation j' p) is meant to underline that the state ' p describes the interacting system
S, in the sense that both the electron-photon and Coulomb interactions were taken into account
when diagonalizingHS . This notation also prevents any confusion if the `free' statesj�; j i will
be also labelled by a single indexp0. In that case the above equation is conveniently rewritten
as j' p) =

P
p0 V(p)

p0 jp0i . Note that p is usually a multiindex carrying information on relevant
quantum numbers. In most cases of interest the couplingV between the two systems leads to
a strong mixing of the unperturbed basis elementsj�; j i and is not necessarily small. Therefore
we shall not follow a perturbative approach but rather calculate Ep and the weights V(p)

�j by
numerically diagonalizing HS on a relevant subspace of `free' states.

Prior to any model speci�c calculations or numerical implementationsit is useful to comment
a bit on the two dissipative contributions in Eq. (5.2.24). It is clear tha t the evolution operator
US describes the joint systemsS1 and S2 and therefore the hybrid interaction cannot be simply
neglected neither in D leads nor in Dbath ; one can easily check thatV does not commute with
HE or HT .

The diagonalization of HS poses serious technical problems because both spacesFS1 and
FS2 are in principle in�nite dimensional. Besides that, the Coulomb interact ion in HS1 prevents
one to derive the interacting many-body con�gurations fj � ig analytically.

A step-by-step diagonalization procedure leading to a relevant setof interacting states of
the full Hamiltonian has been described in Ref. [36] and requires several `intermediate' diago-
nalization operations.

Once this procedure is performed one can express the system-environment couplings HT and
HB in the fully interacting basis and use the eigenvaluesEp to replace the unitary evolution US

by the corresponding diagonal matrix e� it Ep � pp0. Finally, the GME is to be solved w.r.t. the
fully interacting basis (see the examples in the next sections).
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The last step before numerical implementation requires the calculation of the system-
environment couplings HT and HE w.r.t. the full basis j' p). Clearly, to this end we shall use
the unitary transformations j� i $ j � i and j�; j i $ j ' p) which are already at hand due to the
stepwise diagonalization procedure introduced in the previous section. Then let us introduce
some generalized `jump' operators collecting all transition betweenpairs of fully interacting
states generating by tunneling of an electron with momentumq from the l � th lead to the
single-particle levels of the electronic systemS1:

Tl (q) =
X

p;p 0

T l
pp0(q)j' p)( ' p0j ; (T l (q))pp0 =

X

n

T l
qn (' p jcy

n j' p0) : (5.2.26)

Then the dissipation operator associated to the particle reservoirs reads:

D leads [�; t ] = �
1
~2

X

l =L ;R

Z
dq � l (t)([Tl ; 
 ql (t)] + h:c:) ; (5.2.27)

with the following notation:


 ql (t) = Uy
S(t)

Z t

t 0

ds � l (s)� ql (s)ei (( s� t )=~)" l (q) US(t);

� ql (s) = US(s)
�

T y
l � (s)(1 � f l ) � � (s)T y

l f l

�
Uy

S(t);

and where for simplicity we omit the energy dependence of the Fermifunction f l . Similarly, the
bosonic operators have to written down w.r.t. the full basis which then leads to the calculation of
Dbath . Under the Markov approximation w.r.t. the correlation function of the bosonic reservoir
the latter becomes local in time.

The GME is solved numerically by time discretization using the Crank-Nicholson method
[41] (see the details in Ref. [36]).

As already stated in this section, the reduced density operator allows us to calculate statis-
tical averages of various observablesO of the hybrid system:

hOi = Tr F f � (t)Og : (5.2.28)

Useful examples are averages of the photon number operatorN ph = aya and of the charge
operator Q =

P
n cy

n cn . Finally, the average currents in a two-lead geometry (i.e.l = L; R can
be identi�ed from the continuity equation:

h _Qi = Tr F fQ _� (t)g = JL (t) � JR (t): (5.2.29)

In the next two sections we present two applications of the masterequations and provide
some numerical examples. For simplicity, the master equation will be implemented in its marko-
vian form. This approach is valid as long as the coupling to the leads, simulated by the switching
functions � l , is established suddenly at some initial timet0.

6 Vibron-assisted transport in nano-electromechanical sy s-
tems (NEMS)

6.1 Experimental state-of-the-art

The nanoelectromechanical systems (NEMS) arehybrid devices made of a nanoresonator (NR)
and a nearby mesoscopic system [42] connected to particle reservoirs [43]. The two subsystems
are usually coupled through their mutual Coulomb interaction: typic ally the NR is covered with
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a metallic layer and its displacement controls the electrostatic energy of the nearby electronic
system (e.g a single-electron transistor (SET) [44]). Then the nearby conducting system oper-
ates as a motion transducer. The changes in the transport or charging properties of the SET
are `signatures' of the vibrational modes of the NR, in the same wayas a mesoscopic Coulomb
drag current in bilayers or parallel QDs is the response of the momentum transfer between
the two subsystems. The typical example of vibronic e�ect is the sweeping of the Coulomb
blockade in a SET by an oscillating cantilever (see the refs. in [42]) this e�ect is similar to the
Franck-Condon (phonon) blockade in molecular junctions. Conversely, a backaction mechanism
is noticed: the NR oscillation amplitude and frequency change when one particle is added to
the SET. In a more general context, NEMS provide a stage for studying the coupling between
macroscopic motion and quantum transport. Also, NEMS can be used to set new standards in
mass detection.

The impressive state-of-the-art in the �eld of nanomechanical engineering allows nowadays:
i) the observation of quantized vibrational modes of a nanomechanical resonator [45, 46] and
ii) their controlled entanglement with the transport processes of nearby mesoscopic system (e.g
carbon nanotubes (CNTs), quantum dots (QDs) [42]). Due to these achievements, studying
NEMS evolved into a distinct and timely branch of mesoscopic physics with close connections
to materials modeling, quantum metrology, spintronics and nanoscience.

NEMS can either be fabricated using bottom-up (few-layer graphene, carbon nanotubes etc.)
or top-down (singly-clamped cantilevers, doubly clamped beams, membranes, micromirrors or
macroscopic bars) techniques. One example of a NEMS is the SET (single-electron-transistor)
in which electrons can ow through a biased NR that can vibrate over a gate potential.
LaHaye et al. demonstrated in [44], a sensitivity of four times the standard quantum limit using
a radio-frequency SSET (superconducting SET). Position detection was achieved [54] with a
mesoscopic SET device.

Similar features were already known and studied earlier in micro-mechanical systems (MEMS).
In turn, the more recent investigations of NEMS at very low temperatures (down to tens of mK!)
aimed to answer a fundamental question [43]: what happens when the motion of a macroscopic
object reaches the quantum-limit regime and the nanoresonator turns to a quantum oscillator
with a displacement uncertainty u0 =

p
~=2m! 0 associated to the ground state (the so called

zero-point displacement-ZPD), ! 0 being the mechanical oscillation frequency andm the NR
mass. This quantum limit of motion can be reached for squeezed states while at the same
time back-action perturbing the system following a displacement measurement. This standard
quantum limit of motion represents the minimum dispersion of the displacement achieved when
the motion of an oscillator is measured.

Clearly, the successful detection of this regime requires both large frequencies and small
average thermal occupation of the 'vibronic' modes, that is ~! 0 � K B T [42]. The ZPD
measurement of macroscopic resonators at cryogenic temperatures has been reported by several
experimental groups [45,46] and the coupling between single-electron tunneling and mechanical
deection is now established [47,49]. Typical frequencies range from 500MHz to 1.8GHz while
the NR mass can go down to 10� 20 kg. For CNT resonators the detected displacement is of
order picometers. NEMS are eventually expected to provide new insights on the fundamental
question of the classical-to-quantum transition.

The e�ects of electron-vibron coupling on the transport properties of molecular junctions or
nano-electromechanical systems (NEMS) were systematically captured in di�erent experimental
setups. As already mentioned above, the parameter which decideswhether the dynamics of the
vibrational mode should be described according to classical or quantum mechanics is the ratio
~!=k B T. In the case of an AFM tip oscillating above a QD deposited on a substrate ! is around
hundreds of MHz and there is no way to discern quantum e�ects. Nonetheless, these low-
frequency vibrations strongly alter the QD spectrum and therefore the tunneling to and from
the substrate [56]. Then, a doubly-clamped CNT coupled to two leadsand also put into motion
by an external actuation shows di�erent transport characteristics [50]. More recently, Weber
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Figure 5: A nanoelectromechanical system with external electron-vibron coupling. A meso-
scopic system is coupled to source and drain particle reservoirs whilethe oscillations of the
nearby NR are driven or modi�ed when electrons tunnel through the device. Conversely, the
current carries the signature of vibron dynamics. The tunneling coe�cients � L;R are time-
independent here.

et. al [48] showed that two quantum dots de�ned within a CNT and link ed by a suspended
part of the same nanotube are coupled by the high frequency longitudinal stretching modes. At
the theoretical level these experiments are discussed using the single-level Anderson-Holstein
model which described the so-called capacitive model (see below).

6.2 The Anderson-Holstein model of electron-vibron coupli ng

In the Anderson-Holstein model (AHM) one assumes for simplicity that the transport through
the electronic subsystem (for example a quantum wire - QW) is due toa single spin-degenerate
level. We denote the energy of this single-particle state by� � and the strength of the on-site
Hubbard interaction by U. Then the system is described by the Hamiltonian:

HQW =
X

�

� � cy
� c� + Un̂" n̂#; (6.2.1)

c� / cy
� are the annihilation/creation operators for the electrons within th e QW.

In order to assemble the nanoelectromechanical system a single-mode nanoresonator of fre-
quency ! is brought in the vicinity of the electronic system. A sketch of such ahybrid system
is given in Fig. 5. For example, the nanoresonator could be a singly-clamped cantilever wet into
the quantum regime, that is whose oscillation are quantized. Its Hamiltonian is expressed in
terms of the creation/annihilation operators for the vibrons:

HNR = ~!
�

aya +
1
2

�
: (6.2.2)

Note that for simplicity we shall omit in the following the zero-point energy ~!= 2. Finally, the
electron-vibron (phonon) interaction is described by the following Hamiltonian:

Hel� vb = �
X

�

cy
� c� (ay + a); (6.2.3)

where � is the electron-vibron coupling constant. It should be mentioned here that � must
be derived by taking into account the details of the hybrid system and the various types of
electron-vibron couplings. In particular one has to identify the vibrational modes (e.g bending
or stretching) of the nanoresonator which interact with the electrons. Here we adopt a general
formulation and assume that � is a known parameter.

Collecting all terms the Hamiltonian of the open hybrid system is:

H = HAH + HT + H leads ; HAH := HQW + HNR + Hel� vb ; (6.2.4)
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where the tunneling and the leads' Hamiltonians HT and H leads are constructed as in the
previous sections.

The Anderson-Holstein Hamiltonian HAH can be solved exactly by performing the so called
Lang-Firsov (LF) unitary transformation:

~HAH = Uy
LF HAH ULF ; (6.2.5)

where we introduce
ULF = e

�
~ ! N̂ S (ay � a) ; (6.2.6)

and N̂S =
P

� cy
� c� is the total charge operator.

Note that the LF transformation acts both on the fermionic and bosonic operators of the
system which now become:

~c� = Uy
LF c� ULF = c� e� � (ay � a)=~! := c� �̂ (6.2.7)

and:

~a = Uy
LF aULF = a +

�
~!

N̂S : (6.2.8)

To prove eq. (6.2.7) we use the anticommutation rules and the notation � 0 := �
~! . One

computes the derivative:

@~c�

@�0
= e� 0N̂ S (a� ay )

h
N̂S

�
a � ay�

; c�

i
e� � 0N̂ S (a� ay )

= e� 0N̂ S (a� ay ) �
a � ay�

[cy
� c� ; c� ]e� � 0N̂ S (a� ay )

=
�
a � ay�

e� 0N̂ S (a� ay )c� e� � 0N̂ S (a� ay ) = ~c�
�
a � ay�

: (6.2.9)

Then by integrating w.r.t � 0 and using the fact that ~c� (� 0 = 0) = c� one obtains Eq. (6.2.7). A
similar strategy helps to prove Eq. (6.2.8):

@~a
@�0

= e� 0N̂ S (a� ay )
h
N̂S

�
a � ay�

; a
i

e� � 0N̂ S (a� ay )

= N̂Se� 0N̂ S (a� ay ) [
�
a � ay�

; a]e� � 0N̂ S (a� ay ) = N̂S : (6.2.10)

The integration then leads to Eq. (6.2.8). As an alternative proof, one could use the Baker-
Campbell-Hausdor� formula.

At this point it is important to notice that (see Eq. (6.2.8)) the tunne ling Hamiltonian ~HT

os also a�ected by the LF tranformation. Moreover, the matrix elements of ~c� and ~cy
� are not

diagonal anymore w.r.t the vibron number N . In turn, they contain the Franck-Condon factors
(see the Appendix for a derivation):

hN j�̂ jN 0i = e� q2
0 =4

s
N< !
N> !

�
q0p

2

� jN � N 0j

(6.2.11)

� sgn(N 0 � N ) jN � N 0j L jN 0� N j
N <

(q2
0=2);

where q0 =
p

2�= ~! , L n
m are the generalized Laguerre polynomials and we introducedN< =

minf N; N 0g, N> = max f N; N 0g.
Collecting all the terms one writes the transformed Hamiltonian of the open system as:

~H tot = HQW + HNR � � 2N̂S=~! + H leads + ~HT (6.2.12)

:= Hhyb + H leads + ~HT (6.2.13)
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where the 3rd term represent an energy shift due to the LF transformation applied to the
bosonic operators. Note that the Hubbard interaction term contains product operators cy

� c�

and is therefore not changed under the LF transformation. To conclude the fully transformed
Hamiltonian Hhyb of the disconnected hybrid system is diagonal w.r.t the basisfj �; N ig , where�
stands for one of the four electronic con�gurationsfj 0i ; j� = " ; #i ; j "#ig . Notably, the eigenener-
giesE�;N can be written down explicitely, E�;N = E � + N ~! , where for exampleE � = � � � � 2=~! .

Now, following the same steps as in Section 5.2 one �nds that within theMarkov approxima-
tion the master equation for the reduced density operator� (t) of a single-mode nanoresonator
interacting with a single-level electronic open system reads:

_� (t) = �
i
~

[Hhyb ; � (t)] � L leads [� (t)] � L � [� (t)]; (6.2.14)

with the following dissipative term due to the leads:

L leads [� (t)] =
�
~

 
X

�;�

[A �� ; B�� � (t) � � (t)Dy
�� ] + h:c:

!

:

In this case � (t) acts in Hilbert space of the hybrid system (therefore it can be expresses with
the help of its matrix elements in the basisfj �; N ig) and is obtained from the full statistical
operator by tracing out the leads' degrees of freedom.

The operators A ; B and D are found by direct calculations:

A �� =
X

�N;� 0N 0

T ��
�N;� 0N 0j�; N ih� 0; N 0j; (6.2.15)

B�� =
X

�N;� 0N 0

f � (� � + ( N � N 0) ~! )T
��
� 0N 0;�;N j�; N ih� 0; N 0j; (6.2.16)

D�� =
X

� 0N 0;�;N

f � (� � + ( N � N 0) ~! )T ��
�N;� 0N 0j�; N ih� 0; N 0j; (6.2.17)

where f � (E ) is the Fermi function of the lead � described by the chemical potential� � and
temperature T� . We also introduced the notation f � (E ) = 1 � f � (E ) and the jump operators
between pairs of fully interacting states (D �� is the density of states of the lead� ):

T ��
�N;� 0N 0 =

p
D �� V �

� h�N jcy
� �̂ yj� 0N 0i : (6.2.18)

We also included in the master equation the dissipation processes dueto a thermal reservoir
described by the Bose-Einstein distributionnB and temperature Tenv .

Under the Lang-Firsov transformation the corresponding Lindblad term L � reads as [55]:

L � [� (t)] = ( nB + 1) D� [a]� (t) + nB D� [ay]� (t) +
�

�
~!

� 2

(2nB + 1) D� [N̂S ]� (t); (6.2.19)

where we introduced the notation:

D� [X ]� (t) =
�
2

�
X yX� + �X yX � 2X�X y�

: (6.2.20)

If nB � 0 and � � ~! the dissipation acquires the form:

L � [� (t)] =
�
2

�
aya� + �a ya � 2a�a y�

: (6.2.21)

The time-dependent currents follow from the continuity equation of the charge occupation
QS = eN̂S of the system (e denotes the electron charge):

d
dt

QS (t) = eTr
�

N̂S
d
dt

� (t)
�

= JL (t) � JR (t): (6.2.22)
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The average number of vibrons is given by:

hN (t)i := Tr f � (t)ayag: (6.2.23)

The average displacement of the nanoresonator is given by:

hd(t)i :=

r
~

2M 0!
Tr f � (t)

�
ay + a

�
g; (6.2.24)

with M 0 being the mass of the NR.
The occupation of a givenN -vibron of the system is obtained by summing the populations of
the states j�; N i over the electronic con�gurations:

PN (t) =
X

�

h�; N j� (t)j�; N i ; (6.2.25)

where h�; N j� (t)j�; N i are the populations of a state with N vibrons and with the electron
con�guration � .
Alternatively, summing over the number of vibrons we get the occupation probabilities for
di�erent electronic states:

P� (t) =
X

N

h�; N j� (t)j�; N i : (6.2.26)

Below we briey discuss the main steps requires to solve numerically the master equation for
the open NEMS. First one constructs the diagonal matrix elementsof the Hamiltonian Hhyb ,
as a result of the Lang-Firsov transformation (in particular, we add the energy shift � 2=~! 0

to the single-particle energy� ). The LF matrix elements of the operator �̂ are calculated in a
separate routine using special polynomials. This matrix is then used to calculate the tunneling
coe�cients in the dissipative Lindbladians L leads . Let us not that this transformation does
not lead to a change of basis, we are still working with the eigenfunctions fj �; N ig . This is
however a particular situation due to the simple single-site model forthe electronic system.
If more than one single-particle state is taken into account (say the lowest-energy three levels
� i ; i = 1 ; 2:3) the Lang-Firsov transformation, while still possibile, becomes complicated. In
this case one has to diagonaliza numerically the Hamiltonian of the hybrid system. As a result
some vibron-dressed states emerge which are written down as linear combinations of free-basis
states. Then the tunneling matrix elements and the master equation have to be written down
w.r.t the dressed-state basis.

The lead-sample couplings are calculated numerically assuming the tunelling processes are
spin-conserving. Using the Markov approximation the GME is numerically solved using the
Runge-Kutta 4th order method, the result being the full matrix h�; N j� (t)j� 0; N 0i . In other
routines the commutators as well as the Fermi function used in theGME equation are com-
puted. The relevant observables (currents, displacement) are computed using the density op-
erator obtained at each time step. The vibron average number andother populations are also
computed.

As the vibronic Hilbert space is in�nite dimensional one has to truncate the number of Fock
states jN i taken into account in the numerical code. Let us denote byNv the cut-o� number
which means that the states used in the numerical simulations arejN � (Nv � 1), that is we
allow for Nv � 1 vibrons in the system (the vaccum statejN = 0 i must be also counted). This
cut-o� settles the size of the reduced density matrix to 4Nv � 4Nv , where we take into account
the four possible electronicj� i con�gurations.

6.3 Numerical examples

Let us consider a single-mode nanoresonator of frequency! 0 in contact to a thermal reservoir,
that is with a collection of bosonic modes describing the external environment. The second
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component of the hybrid system is a mesoscopic system coupled to two particle reservoirs and
described by the Anderson-Holstein e�ective Hamiltonian.

As a �rst numerical calculation based on the master equation method for nano-electromechanical
systems we shall study the simple dynamics imposed on the nanoresonator by the dissipative
term L � given in Eq. (6.2.21). In contact with the external bosonic modes the nanoresonator
eventually reaches thermal equilibrium and thus its temperature equals the temperature of the
environment Tenv . This thermalization process also means that itsN -vibron states jN i will be
occupied according to the Bose-Einstein distribution function corresponding to the tempera-
ture Tenv . As we shall see below, the activation of the electron-vibron interactions by electron
tunneling also induces a heating of the nanoresonator (that is, thenumber of vibrons and the
occupation of higher energy states increase).

To simulate the thermalization process in our hybrid system we �rst solve the Lindblad
master equation in the absence of the leads (i.e. we take all couplingsto particle reservoirs
V� = 0) and we choose the initial state of the hybrid system asjQ = 0 ; N = 0 i . Since the
sample remains empty the electron-vibron coupling is switched-o� and the states of the system
are still given by the set fj Q; N ig . In this case the dynamics of the system is controlled by
the dissipative processes related to the thermal reservoir. One can actually check by direct
calculation that the equilibrium density operator:

� eq = � S 
 e� ~! 0 ay a=k B T (1 � e� ~! 0 =kB T )� 1 (6.3.1)

solves the Lindblad equation, where� S is given by the initial electronic con�guration of the
hybrid system. This shows that in fact the system behaves like a damped harmonic oscillator.

As already stated, in the steady-state regime one expects that the equilibrium occupation
probability of the N -th Fock state of the nanoresonator and the average vibron number are
given by

Peq
N = e� N ~! 0 =kB T (1 � e� ~! 0 =kB T ); N =

1X

N =0

NPN : (6.3.2)

It is instructive to check that the numerical calculations based on the markovian master
equation Eq. (6.2.14) recover this exact result only if the one takesinto account a su�ciently
large cut-o� Nv for the number of Fock statesjN i .

To this end we consider that the hybrid system does not support electronic transport (that
it is NOT coupled to the leads) but its vibrational mode exchanges energy with the thermal
reservoir (which can be considered a heat sink). Then the only dissipative processes embodied
in the Lindblad term L � in the master equation are due to the interaction of vibrons with the
environmental modes. The master equation is solved numerically by setting an initial state of
the hybrid system (unless otherwise stated the initial state is the 'vacuum' j0; N = 0 i , that is
there are no electrons and no vibrons in the system).

For the dissipation constant � we selected sevaral values, ranging from� = 0 :05� eV to � =
5� eV. The rest of the parameters are:� " = � # := � 0 = 0 :5meV, � = 0 :2meV, ~! 0 = 0 :268meV,
and the mass of the nanoresonator isM 0 = 2 :5 � 10� 15 kg. Notice that the environment
temperature is the same as the leads temperature (i.eTL = TR := Tleads = Tenv ). These
parameters are within the range of experimental values.

A natural question here is how to chooseNv in order to get correct numerical results, that
is, as close to the analytical formulae.Having in mind that the thermalization implies that the
average number of vibrons corresponds to the one associated tothe temperature Tenv of the
environment one should set the smallestNv for which this condition is full�lled.

Fig. 6(a) con�rms that the average number of vibrons hN (t)i calculated from the master
equation converges to the thermal average valueN as one gradually increases the cut-o� value
Nv . Reaching convergence w.r.tNv also implies that the population associated toN -vibron
states does not change signi�cantly ifNv increases above a certain value aboveN ; optimally,
PN should apprachPeq

N in the steady-state regime. We see for example in Fig. 6(b) that the
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Figure 6: a) Convergence of the vibron number for di�erent Nv . The solid horizontal line
corresponds to the vibron number corresponding to the environment temperature T = 5K. The
dissipation parameter � = 0 :5� eV. b) The population of the state jQ = 0 ; N = 6 i for di�erent
values of the cut-o� Nv . The numerical convergence is obtained whenPN =6 does not depend on
Nv and, moreover, equalsPeq

N =6 , the equilibrium population corresponding to the temperature
Tenv (the horizontal line). Other parameters: Tenv = 5K, � = 0 :5� eV.
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Figure 7: Convergence of the vibron number for di�erent Nv . The solid horizontal line cor-
responds to the vibron number corresponding to the environmenttemperature. Left panel
T = 50K, right panel T = 10K. The dissipation parameter � = 0 :5� eV.

population PN =6 does not change anymore if the cut-o� increases aboveNv = 8; a similar
behavior is noticed for other populationsPN< 6. On the other hand, for higher energy states ac-
comodating vibron numbers closer toNv the convergence is not so good. Nonetheless, there are
two aspects which improve the numerical accuracy: i) the higher energy states are less occupied
due to the N -dependent exponential factor, and ii) the damping/loss coe�cient � prevents the
accumulation of vibrons in the system. Then a cut-o� value Nv for which convergence in the
above sense has been obtained su�ces for describing the dynamicsof the system.

We mention that convergence is observed at lowerNv if the temperature is lower (T = 10K),
while if the temperature is higher (e.g. for T = 50K) then Nv has to be much larger (see Fig.
7 where the convergence is far from being reached even forNv = 12 for T = 50K but almost
realized at T = 10K). This happens because as the temperatureTenv increases the number of
vibrons stored in the environmental modes increases as well. Reaching this number requires
a lot of Fock states jN i in the numerical solver of the master equation. It is also important
to observe that at very small temperature (e.g. T = 50mK) the average number of photons is
extremely low.

After this preliminary discussion on thermalization we turn to the tra nsport problem in
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Figure 8: (a) Vibron number. (b) Currents. (c) Population of the s tate with the highest vibron
number (here PN =13 ). (d) Plot of the populations. Other parameters: Nv = 14, � = 0 :5� eV,
T = 5K, � L = 1 :5meV, � R = � 1:5meV.

a NEMS. We therefore solve the markovian master equation Eq. (6.2.14) in the presence of
the coupling to left and right particle reservoirs such that a current passes through the system.
Figs. 8 and 9 show the dynamics of the average vibron number, the populations of various states
as well as the currentsJL and JR for di�erent cuto� values Nv .

Comparing the plots in Figs. 8(a) and 9(a) we notice that the vibron numbers obtained for
two cut-o� values Nv = 12 and Nv = 14 are almost equal which means that the convergence
was obtained. Also, the populations of the states with the highest allowed vibron number (i.e.
N = Nv � 1) is very small such that one can assume that a cut-o�Nv = 14 allows an accurate
description of the open system. One notices that in the stationaryregime the nanoresonator
accomodates around 2.25 vibron, distributed among several Fockstates. The population of the
higer energy Fock states decreseas quite fast, as shown in Fig. 8(d). The two currents JL and
JR become equal in the stationary regime.

We adopt the following sign convention for the currents: JL is positive it it ows from the
lead towards the sample (in agreement with Fig. 8(b)), whileJR is positive if it ows from the
sample to the leadR. The fact that the two currents behave di�erently in the transien t regime is
due to the tunneling IN and OUT. As the coupling to the leads issuddenlyestablished, electrons
enter quickly from the left lead to the initially empty system, which exp lains the positive current
even at very small times. It one replaces the sudden switching function � � (t) = � (t) (where
� (t) is the step-function) JL will smoothly increase from zero whent > 0. Note however that,
rigorously speaking, a time-dependent switching requires a non-markovian version of the master
equation. In contrast, tunneling to from the system to the right lead involves some charging of
the systems which is not so fast. As a consequence,JR (t = 0) = 0.

The di�erence between Fig. 8 (a)-(d) and Fig. 9 (a)-(d) is that the maximum number of
vibron states (Nv ) is smaller in the latter than for the former (that is Nv = 14 and Nv = 12).
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Figure 9: (a) Vibron number. (b) Currents. (c) Population of the s tate with the highest vibron
number (here PN =11 ). (d) Time-dependent populations of the N � vibron states PN . Other
parameters: Nv = 12, � = 0 :5� eV, T = 5K, � L = 1 :5meV, � R = � 1:5meV.

Notice that the population of the state jN = Nv � 1i gets smaller and can be neglected
when the cut-o� Nv increases. Therefore the e�ective stationary temperature is closer to the
environment e�ective vibron number (corresponding to the environment temperature) if the
maximum number of vibron states is increased.

Now we discuss in some detail the vibron-assisted tunneling processes. The starting point of
the analysis is Eq. (6.2.18) which gives the matrix elements of the creation operator cy

� after the
Lang-Firsov transformation (see the operator�̂ in Eq. 6.2.18). The complicated structure of the
matrix elements hN j�̂ jN 0i shows that in the presence of electron-vibron coupling one electron
with spin � incident from the lead � tunnels to the hybrid system evenwithout conserving the
vibron number. As a consequence the state of the latter changesfrom the electronic 'empty'
N 0-vibron states j0; N 0i to a single-electron state j�; N i . Another important aspect is that
the vibron-assisted tunneling processes have di�erent amplitudeswhich are essentially given by
di�erent orders of the electron-vibron interaction strength � .

On the other hand, the tunelling coe�cient T ��
�N;� 0N 0 appears in the master equation in

combination with the Fermi function f � (E�;N � E � 0;N 0). As the energies of the hybrid system
are known, one can compute the tunneling energy �0;1(N; N 0) = E�;N �E � 0;N 0 = ~� 0+( N � N 0)~!
with the renormalized single-particle energy ~� 0 = � 0 � � 2

~! . It is now clear that the tunneling
process from the lead� to the system is allowed only if � l > � 0;1.

Now, let us discuss the energy di�erences �0;1(N; N 0) in terms of the di�erence � = N � N 0.
For tunneling-in processes one has� > 0 if electrons have enough energy to excite more vibrons
while for � < 0 the vibrations of the hybrid system are absorbed and allow tunneling of electrons
from the leads at lower energies. The role of these transitions changes in the case of tunneling-
out processes: the system is `heated' for� < 0 and `cooled' down if� > 0.

Figure 10(a) displays the tunneling energies as a function of� and helps us to identify which
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Figure 10: a) Energy di�erences corresponding to tunneling processes from the empty system
(con�guration with no electrons) to the �lled system (con�guratio n with one electron). The
di�erences between the numbers of vibrons is� = N � N 0. b) Franck-Condon steps in the
current-voltage characteristics. Parameters: � L = � � R , Nv = 12, � = 0 :5� eV, T = 50mK,
VL;R = 0 :015meV.

transitions contribute to the current for a symmetric bias window set by � L;R = E � � E � 0 �
p~!= 2, wherep is an odd positive integer.

Multiple steps of the current are observed in the Fig. 10(b) as new transport channels enter
the bias window (see Eqs. (6.2.17)) which has the e�ect of increasingthe current. Therefore
the di�erential conductance will show peaks at each step. Notice that the number of observed
steps is equal toNv =2 due to the symmetric bias (see Fig. 10(a)). Indeed, forNv = 12 we see
in Fig. 10(b) six steps. Increasing the environment temperature smoothens the steps and in the
large temperature limit the Ohm's law is obtained.

In Fig. 11(a) the average number of vibrons is plotted w.r.t time when the left chemical
potential does not allow the tunneling of an electron with the generation of a vibron, that is
for � L < ~� 0 + ~! . On the other hand Fig. 11(c) showshN i for a di�erent value of � L allows
the tunneling in the system of an electron and the generation of a vibron: � L > ~� 0 + ~! . The
temperature here isT = 50mK. In this case the number of vibrons in the stationary regime is
larger than in the previous case. The occupation of the states aregiven in Figs. 11(b) and (d).
Notice that the initial state (without vibrons) reaches the station ary regime at smaller value
when the left chemical potential is higher.

7 Current-induced magnetic switching in single-molecule
and arti�cial nanomagnets

7.1 The systems and the motivation

Single-molecule magnets (SMMs) ( [57], [58]) are essentially described by a giant e�ective local-
ized spin and few orbitals which can be connected to contact probes andaccomodate electrons.
More importantly, SMMs are promising candidates for solid state implementation of quantum
information protocols [59] The main features of a magnetic molecule are its inner magnetic core
and the surrounding orbitals which serve to couple the molecule to source and drain probes.
Notably, a rather large magnetic anisotropy may a�ect the transport properties of the nano-
magnet and leads to the formation of a magnetic barrier for spins (i.e. the spin has to overcome
the energyDS2

z , being D the anisotropy constant). Moreover, the magnetic anisotropy lifts the
spin degeneracy even at zero �eld.
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Figure 11: a) Vibron number � L = 0 :40meV. b) Populations � L = 0 :40meV. c) Vibron number
� L = 0 :78meV. d) Populations � L = 0 :78meV. Parameters:Nv = 12, � = 0 :5� eV, T = 50mK,
� R = � 1:5meV.

When some of the unoccupied orbitals are weakly coupled to leads themolecule essentially
displays charging e�ecs already known from quantum dot physics (i.eCoulomb blockade, se-
quential transport, negative di�erential resistance). However, the spins tunneling through the
molecule interact via exhange coupling with the (large) spin of the latter. This opens the way to
electrical swiching of molecular spins [60]. Transport through individual SMMs that are weakly
coupled to gold electrodes has been already reported [61,62], and even its Kondo features were
investigated [63]. Magnetic molecules usually have long spin coherenceand relaxation times
which are of crucial importance for information processing. On thetheoretical side the study
of SMM was focused either on realistic simulations of the transport properties of the molecule
(ab initio calculations - see e.g Renani et al. [64]) or on simpler (e�ective) models in view of
understanding the complex spin physics of SMM [65{67].

7.2 Formalism

A single-molecule magnet carrying a large localized spinS is described by the so called e�ective
crystal �eld (CF) Hamiltonian [57]:

H cf = � DŜ2
z + E(Ŝ2

x � Ŝ2
y ) + g� B B Ŝz ; (7.2.1)

where D and E denote the easy-axis and transverse anisotropy coe�cients andŜi are the
components of the spin operator associated to the molecular magnet. In particular, the z-
component has eigenvaluesSz with quantum numbers Sz = � S; ::; S such that Ŝz jSz i = Sz jSz i .
Note that the 2nd term induces spin tunneling processes, as can beseen from the identity
Ŝ2

x � Ŝ2
y = ( Ŝ2

+ + Ŝ2
� )=2. Here Ŝ� = Ŝx � i Ŝy are the jump operators. By simple calculations
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one �nds that Ŝ2
� increase/decrease the molecular spin by 2 (� ij denotes the Kronecker symbol):

hSz jŜ2
+ jS0

z i =
p

(S � S0
z ) (S + S0

z + 1)
p

(S � Sz � 1) (S + Sz + 2) � Sz ;S 0
z +2

hSz jŜ2
� jS0

z i =
p

(S + S0
z ) (S � S0

z + 1)
p

(S + S0
z � 1) (S � S0

z + 2) � Sz ;S 0
z � 2: (7.2.2)

The last term in Eq. (7.2.1) describes the Zeeman energy corresponding to a constant magnetic
�eld applied along the z-axis The values ofE and D depend on the SMM. For example, in [57]
one �nds that the Fe 8 molecule hasS = 10, D = � 0:295K = � 0:0254 meV andE=D = 0 :18
(so E is not really much smaller that D). It is safe to consider D in the range of few tens of
� eV.

One should have in mind that, besides their localized spin, molecular magnets also have
electronic orbitals which can be coupled to contacts and thereforeparticipate to transport.
For example, the lowest unoccupied molecular orbital (LUMO) with energy � � accomodate
electronic spins� = " ; # which tunnel from the source contact. We introduce the corresponding
creation/annihilation operators cy

� =c� for electrons. The electronic part of the Hamiltonian
then reads:

Hel =
X

�

� � cy
� c� + Un̂" n̂# + g� B B ŝz ; (7.2.3)

where ŝz is the z-component of the electronic spin operator. Also, ^n� = cy
� c� is the number

operator for electronic spin � , J and U is the Coulomb repulsion parameter.
Finally, we include the exchange interactionJŝ � Ŝ between the electronic and localized spins,

with J being the interaction strength such that the total Hamiltonian of t he molecule becomes:

HM = H cf + Hel � Jŝ � Ŝ

=
X

�

� � cy
� c� + Un̂" n̂# � D Ŝ2

z + E(Ŝ2
x � Ŝ2

y ) � Jŝ � Ŝ + g� B B Ŝt
z ; (7.2.4)

where we introduced the projection of the total spin (i.e electronicand molecular) Ŝt
z = Ŝz + ŝz .

It is easy to observe that the exchange interaction between the electronic spin and the

localized spin of the SMM can be written aŝs � Ŝ = ŝz Ŝz + 1
2

�
ŝ� Ŝ+ + ŝ+ Ŝ�

�
and the electronic

spin operators are given in terms of the creation and annihilation operators:

ŝz =
1
2

�
cy

" c# � cy
#c"

�
(7.2.5)

and:

ŝ� = cy
#c" ; ŝ+ = cy

" c#: (7.2.6)

From these equations it follows that the exchange interaction leadsto simultaneous spin-ip
processes. For example, the term ^s� Ŝ+ describes the reversal of the electronic spin from� = "
to � = # and the increase of the molecular spin by one. In this process the total spin m is
conserved.

For J = E = 0 the system is completely described by three quantum numbersf Q; sz ; Szg,
where Q = f 0; 1; 2g is the total electronic occupation number, that is the set of eigenvalues of
Q̂ = e

P
� n� . In fact, the basis of HM (J = 0 ; E = 0) is made of states fj Q; sz ; Sz ig . More

precisely, one hasfj 0; 0; Sz ig , fj 1; � 1=2; Sz ig and fj 2; 0; Sz ig . Now, if J 6= 0 one can check
that [ HM (J; E = 0) ; Q] = [ HM (J; E = 0) ; Ŝt

z ] = 0 such that Q̂ and Ŝt
z are still good quantum

numbers. The eigenstates ofHM (J; E = 0) are then described by the electronic occupation and
by the total spin quantum number m. We introduce the `empty' states fj Q = 0 ; Sz ig and the
`charged' molecular statesfj Q = 1 ; mi � g. The latter states can be calculated analitically.
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Since for the empty states ŝ� ;z j0; mi = 0 one has j0; mi = j0; Sz i . The corresponding
eigenvalue of the `empty' molecular statej0; mi is simply E0;m = � Dm 2 + g� B Bm. For
m 2 [� S + 1 =2; S � 1=2] the single-particle states (Q = 1) are given by (note that we use the
shorthand notation jQ = 1 ; �; S z i := j�; S z i while keeping in mind that in this case m takes
only half-integer values if S in integer or integer values forS half-integer):

j1; mi � = A �
m # j #; m + 1 =2i + A �

m " j " ; m � 1=2i ; (7.2.7)

and their associated eigenvaluesE �
1;m read as:

E �
1;m = � + g� B Bm +

J
4

� D
�

m2 +
1
4

�
� � E(m); (7.2.8)

where � E(m) = [ D(D � J )m2 + ( J=4)2(2S + 1) 2]1=2. For simplicity we introduced the notation
� " = � # := � . The coe�cients A �

m� in Eq (7.2.7) are known Clebsh-Gordon coe�cients but
can be also calculated numerically when diagonalizing the molecular Hamiltonian w.r.t. the
basisf Q; �; S zg. The remaining Q = 1 states are j1; � S � 1=2i and j1; S + 1 =2i ; since the total
molecular spin takes the extreme values we shall call these state fully polarized. For vanishing
magnetic �eld, B = 0, the states associated to� m are degenerate and one has

E �
1;m (B = 0) = E �

1;� m (B = 0) ; (7.2.9)

E0;m (B = 0) = E0;� m (B = 0) : (7.2.10)

For integer S the transverse anisotropy induces a strong mixing of degenerateempty molec-
ular states j0; Sz i . In particular, at vanishing magnetic �elds one �nds that the lowest energy
states are mostly made by symmetric and antisymmetric combinations of j � Si states. Note
that for suitable values of the magnetic �eld g� B Bz = D(m + m0) the degeneracy condition
becomesE0;m (B ) = E0;m 0(B ) and the mixing involves di�erent pairs f m; m0g, with m > 0 and
m0 < 0 (that is, for molecular spins on di�erent sides of the magnetic barrier DS2

z ).
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Figure 12: The energy spectrum of anS = 5 molecule as a function of the majoritary spin
quantum number m (see the text for further discussion on this point). The lowest inverted
parabola (�lled circles) correspond to empty molecular states whereas the energies of the single-
charged statesj1; mi � lie on the middle (�lled triangles) and highest parabola (empty triangles).
The LUMO has the energy � = 1 :75 meV. Other parameters: J = 0 :1 meV D = 0 :056 meV,
E=D = 1 =50, B = 0 :1 T.

Let us illustrate the above results by computing the energy spectrum of the Fe4 molecule
which is known to be described by a localized spinS = 5. In the presence of the exchange cou-
pling J one should get 2S+1 = 11 empty molecular states j0; Sz i , two sets of 2S charged states
jQ = 1 ; mi � (with m = � 9=2; � 7=2:::; � 1=2) and two fully polarized states jQ = 1 ; � 11=2i . It
is useful to represent the spectrum as a function of total quantum number m.
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Fig.12 shows that the eigenvalues of the nanomagnet are arrangedon three inverted parabo-
las, a feature due to the anisotropy termDS2

z which is present in all eigenvalues. The spectrum
is calculated numerically by diagonalizing the Hamiltonian. The two parabolas associated to
the charged states are pushed to higher energies by the single-particle spin-independent term
in the Hamiltonian. The degeneracy of the pairsE0;� m and E �

1;� m is sligthly lifted by a small
perpendicular magnetic �els B = 0 :1T. We do not represent the doublely occupied statesQ = 2
as they will no participate to transport. This condition can be achieved by choosing the bias
such that the double occupancy of the molecular orbital is forbidded due to the strong Coulomb
interaction U.

The e�ect of the transverse anisotropy is negligible in Fig. 12 as we selected E=D = 1 =50
and the magnetif �eld lifts the degeneracy of the states with � Sz = � 2 (the condition which
is present in the transverse anisotropy termE(Ŝ2

+ + Ŝ2
� )=2 from the total Hamiltonian). In

the general case bothJ and E are non-zero and analytical results are no longer available. In
particular m is no longer a good quantum number.

Let us denote the eigenstates ofHM (J; E ) by j� Q;� i and their corresponding energies by
EQ;� , where � is an integer number which counts the number of available states withelectronic
occupation Q. More precisely one has:

HM (J; E )j� Q;� i = EQ;� j� Q;� i ; (7.2.11)

and j� Q;� i can be generally expressed as linear combinations of 'free' states of HM (J = 0 ; E =
0):

j� 0;� i =
X

Sz

A ( � )
Sz

j0; 0; Sz i ; � = 1 ; 2; ::; 2S + 1 (7.2.12)

j� 1;� i =
X

Sz

X

�

B( � )
�;S z

j1; �; S z i ; � = 1 ; 2; ::; 2(2S + 1) : (7.2.13)

In the last equation it is understood that the spin orientations � = " ; # correspond to the
quantum numbers sz = � 1=2. The 'delocalization' of the molecular spin of a statej� Q;� i over
more componentsjSz i with the same parity is controlled by the coe�cients A ( � )

Sz
and B( � )

sz ;Sz
in

Eqs. (7.2.12) and (7.2.13). Note that for the single-particle statesj� 1;� i this delocalization is
due to both the exchange couplingJ and the transverse anisotropy term. Nonetheless, the states
jQ; sz ; Sz i contributing to each j� Q;� i are described by the same charge occupationQ. This is
why the coe�cient A ( � )

Sz
and B( � )

�;S z
do not depend onQ. Now, if the magnetic �eld is chosen away

from the degeneracy pointsB = � D(Sz + S0
z )=g� B of the energies associated to the pair of states

jSz i and jS0
z i which obey the condition jSz � S0

z j = 2, one can still identify a single majoritary
spin component Sz such that jA ( � )

Sz
j2 � jA ( � )

S0
z

j2 for all the remaining projections S0
z 6= Sz . A

similar argument holds for pairs of single-charged statesj� 1;� i , the di�erence in this case being
that the dominant component m refers to one of the eigenvaluesm the total spin quantum
number St

z , such that one hasjB ( � )
m j2 � jB ( � )

m 0 j2 for any m 6= m0. These majoritary components
are found from the exact diagonalization and allow us to switch to themore intuitive notation
j� Q;� i ! j � Q;m i ; we shall also use the correspondenceEQ;� ! EQ;m . If the molecular spin S is
an integer the empty/charged molecular states are described by integer/half-integer dominant
quantum numbers. In this sense, the total spin quantum numberm from Fig.12 stands for the
dominant component.

7.3 Numerical results

The transport properties of single-molecule magnets described byHM have been extensively
studied (see e.g [59, 61] for experimental measurements and [65, 66] for theoretical investiga-
tions). The Hamiltonian of the system assumes again a partitioning form:

H = HM + H leads + HT ; (7.3.1)
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where H leads is the Hamiltonian of the particle reservoirs (leads) to which the molecule is
connected andHT decribes the tunneling of electrons with spin� from a state with momentum
q on the lead � to the molecular orbital:

HT (t) =
X

� = L;R

X

�

Z �

0
dq� � � (t)(V �

� cy
� cq� � + h:c): (7.3.2)

The parameter V �
� is the hopping amplitude between the orbital level with energy � � and

the electronic spin states in the lead� . Note that we assumed for simplicity spin-conserving
tunneling processes, that is the electron does not ip its spin when tunneling between the
molecule and the particle reservoirs. A tight-binding representation of the leads leads to a
simple expression for energy of the incident electron, that is"q = 2 tL cosq (with tL being the
hopping constant on the leads). For simplicity we consider that the coupling to the leads is
established at the instant t = 0 and that � L;R (t) = � (t), where � (x) is the step function.

The spin polarizations of the leads is de�ned asP� := ( N �
+ � N �

� )=(N �
+ + N �

� ), where N �
+

and N �
� are density of states for the majority and minority spin in the lead � .

Let us use this notation to introduce some relevant spin-polarized con�gurations of the
leads. A non-magnetic lead is described by equal spin densities, that isN �

" = N �
# from where

it follows that P� = 0. On the other hand, for fully � -polarized leads one hasN �
� = 0, where �

denotes the opposite spin polarization. For example ifN �
# = 0 the lead � carries only spin-up

electrons and one hasP� = 1. Partially-polarized leads are de�ned similarly by P� 2 (0; 1).
The role of spin-polarization on the leads is revealed by analysing the tunneling-in and -

out processes involving the states of the central system. Let uswrite the matrix elements of
the creation operator cy

� w.r.t to the basis of HM . The non-vanishing elements couple empty
molecular states to single-charged states:

X mm 0 := h� 1;m jcy
� j� 0;m 0i =

X

Sz

B
( � )
�;S z

A ( � )
Sz

; (7.3.3)

where the 2nd identity follows from the fact that the tunneling Hamilt onian couples only molec-
ular states with the same quantum numberSz . From Eq. (7.3.3) one observes that due to mixing
e�ects of the exchange coupling and transverse anisotropy the tunneling-in matrix elements X̂
has a complicated structure. First, it contains both diagonal and o�-diagonal terms. Secondly,
it couples in general an empty molecular state with dominant quantumnumber m0 to charged
states with lower and higher molecular spinm. To see this more clearly let us consider without
loss of generality that the nanomagnet carries an integer molecularspin S. This means that
for the empty molecular states the spin numberm = Sz assumes integer vales while for the
charged statesm = � S � 1=2; :::S+1 =2. Now select an empty molecular statej0; mi with some
intermediate quantum number � S < m = Sz < S and inpect the non-vanishig matrix elements
� h1; m0jcy

� j0; mi . From Eq. (7.2.7) it follows that � h1; m + 1 =2jcy
" j0; mi selects the spin-up co-

e�cient A �
m +1 =2" while � h1; m � 1=2jcy

#j0; mi pick us the spin-down componentA �
m � 1=2;#. In

other words, the nanomagnet performs transitions to states with higher or lower total molecular
quantum numbers jm � 1=2i � . From the energy point of view (see Fig. 12) the spin-dependent
electron tunneling processes induce transitions from the energyE0;m to the 'neighbor' energies
E �

1;m � 1=2.
Using the same �gure it is not di�cult to check that from the leftmost empty molecular

state j0; � 5i one eventually reaches, by succesive tunneling in and out processes, the rightmost
state j1; 11=2i . This complicated process is calledcurrent-induced magnetic switching(CIMS).
In view of such a complete reversal of the molecular from� S ! S the transitions m ! m +1 =2
will be called forward since they contribute to the spin reversal. In contrast, the transitions
m ! m � 1=2 compete with the complete spin reversal and will be calledbackward.

In Fig. 13 we collect some numerical results for the Fe4 molecule connected to spin-polarized
leads. The markovian master equation was solved numerically w.r.t theinteracting basis f � Q; m g
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Figure 13: (a) The time-dependent outputcurrent JR for di�erent degrees of spin-down polar-
ization of the drain lead. (b) The occupations of spin-up and spin-down states. (c) The total
spin averagehSt

z i . One notices the complete spin reversal for� = 0. (d) The total population
of the states j1; 11=2i � and j1; 11=2i + .

of the nanomagnet. The initial density matrix � (t = 0) corresponds to the lowest energy empty
molecular state j0; � 5i . The left lead is spin-up polarized, that is N L

# = 0. This choice ensures
that the leftmost charged state j1; � 11=2i cannot be populated and that the full spin reversal
is possible. On the other hand, the right lead is mostly spin-down polarized. It is useful to
introduce the ratio � = N R

# =NR
" . Then � = 0 corresponds to fully spin-polarized lead. The

numerical simulations were performed for� = 0 ; 0:1; 0:25 and � = 0 :5.
By comparing Figs. 13 (a) and (c) one notices that the magnetic switching can be read from

the transient current if the leads are magnetic. Clearly, for the anti-parallel con�guration � = 0
the steady state current vanishes because the orbital is spin-uppolarized from the left lead
and the drain lead allows only spin-down tunneling. Moreoveor, the full magnetic switching
coincides with the onset of the steady-state. Also, by measuring the transient current one can
extract the time needed for the system to experienceall intermediate molecular state between
j0; � Si and j0; Si .

In contrast, for non-magnetic electrodes we �nd that the evolution of the total spin St
z

cannot be traced back from the transient current. The onset ofa steady state transport regime
implies neither that all projections of the total spin St

z have been spanned nor that the spin
reversal is accomplished.

8 The non-equilibrium Green's function formalism

The non-equilibrium Green's function formalism (NEGF) or the Keldysh formalism goes back
to Schwinger [72] and Keldysh [73], with important contributions from Kadano� and Baym [74],
Fujita [75] and Craig [76]. To our best knowledge a review on NEGF has not been available
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until '84 [77]. The method provides a perturbative machinery which allows the calculation of
various correlation functions for an interacting system submitted to a perturbation which does
not allow the return to the ground state. As such, it surpasses the equilibrium diagrammatic
approaches based on causal or Matsubara Green's functions.

To our best knowledge, the �rst application of the Keldysh formalism to a transport problem
has been presented in a series of papers by Caroli et al. [15,78{80].Interestingly, the partitioning
transport setting was also coined in these works. Later on Meir andWingreen [81] proposed
a closed formula for the steady-state current across aninteracting region. The method was
extended to the transient regime by Jauho, Meir and Wingreen [82]. Nowadays there are a lot
of texbooks on non-equilibrium Green's function (see for example classical book by Haug and
Jauho [7] and the recent work by Stefanucci and van Leuwen [8]).

8.1 The contour-ordered formalism

Let us consider a system which is decribed by the rather general Hamiltonian:

H (t) = H0 + Vint + Hext (t) := K + Hext (t); (8.1.1)

where H0 represents the single-particle contribution (i.e. it contains only simple products
of creation and annihilation operators like vn�;n 0� 0dy

n� dn 0� 0, where vn�;n 0� 0 describdes some
coupling constants), Vint is a two-body operator (e.g the Coulomb interaction written in the
second quantization) andHext (t) is a time-dependent perturbation which drives the system out
of equilibrium. Here dy

n� is the creation operator associated to a single particle wavefunction  n�

of the 'non-interacting' part H0. As we have already seen in the previous sections,Hext (t) could
be a bias applied on the system (leading to the Kubo formula in the linearresponse regime)
or the lead-sample coupling in the master equation approach. For further use we denote by
K the Hamiltonian of the unperturbed system, that is without the ext ernal potential. Note
that in general K is a complicated object and its many-body eigenfunctions cannot beobtained
analitically (the very few exceptions will be discussed in the next sections).

Again, the statistical average of a given observablehO(t)i can only be calculated if one
knows the density operator of the system:

hO(t)i = Tr f � (t)Og = Tr f U(t; t 0)� (t0)Uy(t; t 0)Og = Tr f � (t0)OH (t)g; (8.1.2)

where� (t0) is the density matrix of to the interacting but unperturbedsystem andU(t; t 0) is the
unitary evolution associated toH (t). To get to the last identity we used the cyclicity property of
the trace and the usual de�nition of the Heisenberg picture operator OH (t) = Uy(t; t 0)OU(t; t 0).

At this point is is useful to relate the Heisenberg and interaction pictures of the operator
O, that is:

OH (t) = Uy(t; t 0)
�

U0(t; t 0)Uy
0 (t; t 0)

�
O

�
U0(t; t 0)Uy

0 (t; t 0)
�

U(t; t 0) = Sy(t; t 0)Ô(t)S(t; t 0);

(8.1.3)
where we introduced the interaction picture operator Ô(t) = Uy

0 (t; t 0)OU0(t; t 0) and the S-
matrix operator:

S(t; t 0) := Uy
0 (t; t 0)U(t; t 0): (8.1.4)

Note that U0(t; t 0) = e� i ( t � t 0 )K= ~ is the unitary operator of the unperturbed system. It is
straightforward to check that S(t; t 0) is related to the interaction picture of the time-dependent
perturbation. Its derivative can be manipulated as follows:

i~
d
dt

S(t; t 0) = i~

 
dUy

0 (t; t 0)
dt

U(t; t 0) + Uy
0 (t; t 0)

dU(t; t 0)
dt

!

= Uy
0 (t; t 0) (H (t) � K (t)) U(t; t 0) = Uy

0 (t; t 0)Hext (t)U0(t; t 0)Uy
0 (t; t 0)U(t; t 0)

= Ĥext (t)S(t; t 0): (8.1.5)
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Figure 14: Left: The contour C (see the text for more details). Right: The same contour with
two times �; � 0, each lying on di�erent branches of the contour. Note that the choice corresponds
to � > � 0 while t0 > t .

Then S(t; t 0) can be written as a formal series:

S(t; t 0) =
1X

n =0

(� i=~)n

n!

Z t

t 0

dt1:::dtn T
�

Ĥext (t1):::Ĥext (tn )
�

= T
�

exp
�

�
i
~

Z t

t 0

dsĤext (s)
��

;

(8.1.6)
where T is the time-ordering operator

T (A(t)B (t0)) =
�

A(t)B (t0) if t > t
� B (t0)A(t) if t < t 0 :

(8.1.7)

In the above equation the lower/upper sign refers to the case where A and B are fermion/boson
operators. Note that with this de�nition the latter times are always pushed to the left. We shall
also need the so-called antitime-ordering operatorT which orders operators with increasing time
arguments from left to right. Then the Sy operator appearing in Eq. (8.1.3) reads as follows:

Sy(t; t 0) = T
�

exp
�

i
~

Z t

t 0

dsĤext (s)
��

= T
�

exp
�

�
i
~

Z t 0

t
dsĤext (s)

��
; (8.1.8)

which, together with Eqs. 8.1.6 and (8.1.3) lead to a compact yet verygeneral expression of the
statistical average

hO(t)i = Tr
�

� (t0)T
�
exp

�
�

i
~

Z t 0

t
dsĤext (s)

��
Ô(t)T

�
exp

�
�

i
~

Z t

t 0

dsĤext (s)
���

: (8.1.9)

Equation (8.1.9) deserves several comments:
i) It contains only the time-dependent perturbation Hext and the initial density matrix � (t0).
ii) In the non-interacting case (that is when Vint = 0) the initial density matrix � (t0) is

known; in particular, in equilibrium and at zero temeperature (T = 0) � 0 is simply the ground
state  0 of the system.

iii) The two exponentials on both sides of Ô(t) lead to a double book-keeping of the time
arguments. Of course, it would have been preferable to have ALL operators Ĥext to the left, as
in the standard equilibrium many-body perturbation theory.

iv) Looking at the two time-integrals one notices that on the RHS t runs on the 'forward' or
'chronological branch', that is on

�!
C = [ t0; t] while the left hand side contains the 'background'

or 'anti-chronological branch'
 �
C = [ t; t 0]. This structure suggests us to introduce the contour

C =
�!
C [

 �
C which runs from t0 to tm (tm = max(t; t 0)) and back through both t and t0 only

once (see Figs. 14. Also, we introduce the so called contour-ordering operator:

TC (A(� )B (� 0)) =

8
<

:
A(� )B (� 0) if �

C
> � 0

� B (� 0)A(� ) if �
C
< � 0

:

(8.1.10)
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In the above de�nition the notation �
C
> � 0 simply says that � lies further along the contour

than � 0. Note that if f �; � 0g lie on the same branch the contour-ordering operator is nothing
but the chronological product (on

�!
C ) and the anti-chronological one on

 �
C .

Now, going back to Eq. (8.1.9) it is clear that the corresponding contour looks like the one
in Fig. 14, with tm = t, since in this caset is the largest time. Then, we carefully replaced
the ordering operatorsT and T by contour-ordering operators on suitable branches and safely
move all operators under the common contour-ordering operator:

hO(t)i = Tr
�

� (t0)TC

�
exp

�
�

i
~

Z

 �
C

dsĤext (s)
�

exp
�

�
i
~

Z

�!
C

dsĤext (s)
�

Ô(t)
��

: (8.1.11)

In fact, one can show (see [7] for the technical details) that the Heisenberg observable can
be expressed in terms of the time integrals on the whole countourC, namely:

hO(t)i = Tr
�

� (t0)TC

�
exp

�
�

i
~

Z

C
dsĤext (s)

�
Ô(t)

��
: (8.1.12)

Equation (8.1.12) represents a preliminary yet important result towards the construction
of the non-equilibrium Green's function formalism. It expresses thestatistical average of the
Heisenberg operators as a contour-ordered expansion in terms of interaction picture of the
perturbation Hext . Now let us recall the de�nition of the real-time causal Green's function:

Gm�;n� 0(t; t 0) := � i
D

T
h
dm�;H (t)dy

n� 0;H (t0)
iE

; (8.1.13)

where dm�;H (t) is the Heisenberg picture of the annihilation operator associated to a single-
particle state  m . The statistical average in Eq. (8.1.13) is performed w.r.t the initial density
matrix � (t0), that is:

h� � �i =
Tr f � (t0) � ��g

Tr f � (t0)g
: (8.1.14)

For simplicity we shall henceforth introduce the simpli�ed notations dm�;H (t) ! dH (t) and
Gm�;n� 0(t; t 0) ! G(t; t 0). It should be also stressed that similar but more general de�nitions of
the Green's functions can be written in terms of the�eld operators. However, in the transport
problem we are considering here the Hamiltonians are given in terms ofcreation/annihilation
operators, such that the use of �eld operators is not required.

Let us rewrite the real-time (causal) Green's function in terms of interaction picture oper-
ators using the previous results. First we observe that the chronological product in Eq. (8.1.7)
can be written in the alternative form:

T (A(t)B (t0)) = � (t � t0)A(t)B (t0) � � (t0 � t)B (t0)A(t); (8.1.15)

where we used the Heaviside� -function. Next, replace the two Heisenberg operators inG(t; t 0)
using Eq. (8.1.3:

T
h
dH (t)dy

H (t0)
i

= � (t � t0)Sy(t; t 0)d̂(t)S(t; t 0)Sy(t0; t0)d̂y(t0)S(t0; t0)

� � (t0 � t)Sy(t0; t0)d̂y(t0)S(t0; t0)Sy(t; t 0)d̂(t)S(t; t 0)

= � (t � t0)Sy(t; t 0)d̂(t)S(t; t 0)d̂y(t0)S(t0; t0)

� � (t0 � t)Sy(t0; t0)d̂y(t0)S(t0; t)d̂(t)S(t; t 0); (8.1.16)

where we used the usual properties of theS-matrix Sy(t0; t0) = S(t0; t0) and Sy(t; t 0)S(t0; t0) =
S(t; t 0). One can actually use the fact that under the time-ordering operator the S-matrix
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(which contains an even number of fermionic operators) commuteswith the creation/annihila-
tion operators to write Eq. (8.1.16) in a more compact form:

iG (t; t 0) =
D

S (t0; tm ) T
h
S (tm ; t0) d̂(t)d̂y(t0)

iE
; (8.1.17)

where tm = max( t; t 0). Furthermore, by inserting S (tm ; 1 ) S (1 ; tm ) = 1 we get:

iG(t; t 0) =
D

S (t0; + 1 ) T
h
S (+ 1 ; t0) d̂(t)d̂y(t0)

iE
: (8.1.18)

Using Eqs. (8.1.6), 8.1.17, 8.1.18 we obtain:

iG(t; t 0) =
D

T
h
e

� i
~

Rt 0
t m

Ĥ ( t 1 )dt 1

i
T

h
e

� i
~

Rt m
t 0

Ĥ ( t 1 )dt 1 d̂(t)d̂y(t0)
iE

: (8.1.19)

By comparing Eqs. (8.1.19), (8.1.11) and (8.1.12) we introduce the the two-time contour-ordered
Green's function:

GC (t; t 0) = � i
D

TC

h
dH (t)dy

H (t0)
iE

; (8.1.20)

with �; � 0 2 C. Using the properties of theS� matrix and of the contour-ordering operator one
can show that this new Green function can be also expressed in terms of the contour-ordered
interaction picture operators. Since the calculation is a bit tediuos we simple state the results:

GC (�; � 0) = � i
D

TC

h
e� i

~

R
C ( V̂ ( � 1 )+ Ĥ ext ( � 1 )) d� 1 d̂(� )d̂y(� 0)

iE
: (8.1.21)

Depending on the location of the two times�; � 0 on the contour we obtain the four Green
functions, know from equilibrium theory:

1. If t; t 0 2
�!
C then

GC (t; t 0) = GT (t; t 0) = � i
D

T
h
dH (t)dy

H (t0)
iE

= � i� (t � t0)hdH (t)dy
H (t0)i � i� (t0 � t)hdy

H (t0)dH (t)i : (8.1.22)

2. If t 2
�!
C and t0 2

 �
C we recover the so called lesser Green function:

GC (t; t 0) = G< (t; t 0) = � i
D

dy
H (t0)dH (t)

E
: (8.1.23)

3. If t 2
 �
C and t0 2

�!
C one gets the greater Green function,

GC (t; t 0) = G> (t; t 0) = � i
D

dH (t)dy
H (t0)

E
: (8.1.24)

4. If t; t 0 2
 �
C then

GC (t; t 0) = GT (t; t 0) = � i
D

T
h
dH (t)dy

H (t0)
iE

= � i� (t0� t)hdH (t)dy
H (t0)i� i� (t � t0)hdy

H (t0)dH (t)i ;

(8.1.25)
where T is the anti-chronological time ordering.

The retarded and advanced Green's functions can be also expressed in terms of the lesser
and greater components:

GA (t; t 0) := i� (t0 � t)
� h

dH (t)dy
H (t0)

i

�

�
= � (t0 � t)

�
� G> (t; t 0) + G< (t; t 0)

�
;(8.1.26)

GR (t; t 0) := � i� (t � t0)
� h

dH (t)dy
H (t0)

i

�

�
= � (t � t0)

�
G> (t; t 0) � G< (t; t 0)

�
;(8.1.27)
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where the � are for commutator (bosons) and anti-commutator (fermions).

Other useful relations are:

GT + GT = G< + G> ; (8.1.28)

GT = G> + GA = G< + GR ; (8.1.29)

GT = G> � GR = G< � GA ; (8.1.30)

which means that the 4 Green functions are not linear independent. Note that the lesser
one-particle Green function gives the local particle number densitywhile iG > gives the single-
particle correlation function.

If one carefully follows the development of the many-body perturbative approachesthe only
`raison d'être' of the Keldysh contour is unravelled: it provides a systematic and convenient
manner to order time arguments of complicated products of interaction picture operators on
the chronological (from t0 to t) and antichronological (from t to t0) time branches. These
products appear naturally in the statistical average of a given observable in the non-equilibrium
regime. Moreover, by introducing contour-ordered GFs one getsa compact form amenable to
a diagrammatic analysis via the Wick theorem. To sum up, the Keldysh contour helps one to
reveal the formal resemblance between the equilibrium many-bodyperturbation theory and the
non-equilibrium one.

Formally, this means that one can write down a contour-ordered equivalent of the Dyson
equation

GC (�; � 0) =
Z

C
d� 1

Z

C
d� 2G0

C (�; � 1)� � (� 1; � 2)GC (� 2; � 0); (8.1.31)

whereG0
C (�; � 1) is the contour-ordered of an unperturbed 'free' Green's function (typically these

'free' Green's functions are derived from a single-particle Hamiltonian) and � � is the so called
irreducible self-energy which embodies the e�ect of a perturbationand in most cases must be
calculated perturbatively.

In practical calculations one has to carefully count the various types of Green's function
(retarded, advanced, lesser or greater). The so called Langreth rules [84] express such contour
integrals with convoluted Green's function in terms of real-time integrals. Suppose we have
three contour-ordered quantitiesA; B and C obeying the identity:

C(�; � 0) =
Z

C
d� 1A(�; � 1)B (� 1; � 0): (8.1.32)

Now, by �xing � on the upper part of the contour
�!
C and � 0 on the lower oneC(�; � 0) becomes

the lesser GFG< (t; t 0). On the other hand, � 1 runs over the entire contour and one has:

C< (t; t 0) =
Z

C
d� 1A(t; � 1)B (� 1; t0)

=
Z 1

�1
dt1A(t; t 1)B (t1; t0) +

Z �1

1
dt1A(t; t 1)B (t1; t0) (8.1.33)

=
Z 1

�1
dt1 [A(t; t 1)B (t1; t0) � A(t; t 1)B (t1; t0)] (8.1.34)

=
Z 1

�1
dt1

h
AT (t; t 1)B < (t1; t0) � A< (t; t 1)B

~T (t1; t0)
i

: (8.1.35)

Substituting AT = A< + AR and B ~T = B < � B A we �nd (in matrix notation):

C< = AR B < + A< B A ; (8.1.36)
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which is one of the simplest Langreth rules.
Let us mention another useful Langreth rule which allows us to writedown the retarded (or

advanced) components of the contour-ordered quantities:

CR (t; t 0) =
Z

dt1AR (t; t 1)B R (t1; t0): (8.1.37)

There are two crucial consequences of the Langreth rules, namely the Dyson equation for the
retarded/advanced GF and the so-called Keldysh equation for thelesser GF:

GA;R = G0;A;R + G0;A;R � A;R GA;R ; (8.1.38)

G< =
�
1 + GR � � ;R �

G0< �
1 + � � ;A GA �

+ GR � � < GA : (8.1.39)

For the rather technical proofs we refer to the existing monographs (see Refs. [8] and [7]).
Both the GME and non-equilibrium Green's function formalism (NEGF) r ely on the parti-

tioning approach and allow for many-body interaction in the central system, while the leads are
assumed to be non-interacting (this assumption leads in particular to the Fermi distribution of
the particle reservoirs). There is however a crucial di�erence between the two methods. The
perturbative expansion of the dissipative kernel forces restricts the master equation approach to
weak lead-sample tunnelings while the interaction e�ects are accounted for exactly. In contrast,
the Keldysh formalism is not limited to small system-reservoir couplings but the Coulomb ef-
fects have to be calculated from appropriate interaction self-energies. Which method �ts better
is simply decided by the particular problem at hand.

8.2 Non-equilibrium Green's functions and transport

In this section we use the non-equilibrium Green's function techniqueto study the transport
through an open interacting system. The main result is the so called the Jauho-Meir-Wingreen
formula for the electronic current [82].
Our system is described by the rather general Hamiltonian:

H = H0 + HT = HS + HL + HR + HT ; (8.2.1)

where HS describes an interacting central system whileHL;R are single-particle Hamiltonians
of non-interacting leads:

H l =
X

k;�

� k� cy
k�l ck�l ; (8.2.2)

written in terms of creation and annihilation operators associated to a single-particle state
of an electron with spin � and momentum k. The current in the lead l is de�ned as usual
(N l = L;R =

P
k;� cy

k�l ck�l ):

I l = � e
�

dN l

dt

�
=

ie
~

h[N l ; H ]i ; (8.2.3)

SinceHT is the only operator which does not commute with the number operator one has to
compute the commutator [N l ; HT ]. This can be done by using the identity:

[AB; CD ] = [ AB; C ]D + C[AB; D ] = � [C; AB ]D � C[D; AB ] =

= �f C; AgBD + Af C; BgD � Cf D; A gB + CAf D; B g: (8.2.4)

Thus the current reads:

I l (t) =
ie
~

X

k�n

h
Vk�l;n�

D
cy

k�l dn� (t)
E

� h:c:
i

; (8.2.5)
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where we can identify the lesser and greater Green functions de�ned by:

G<
n;kl (t; t 0; � ) := i

D
cy

k�l (t0) dn� (t)
E

;

G>
kl;n (t; t 0; � ) := i



dy

n� (t0) ck�l (t)
�

: (8.2.6)

The current is then:
I l (t) =

e
~

X

k�n

h
Vk�l;n� G<

n;kl (t; t ; � ) + h:c:
i

: (8.2.7)

Using that:
hAi = hAy i ; (8.2.8)

we obtain:
G<

n;kl (t; t ; � ) = � G<
kl;n (t; t ; � ) (8.2.9)

and therefore the current has the form:

I l (t) =
2e
~

Re

2

4
X

k;�;n

Vk�l;n� G<
n;kl (t; t : � )

3

5 : (8.2.10)

In the steady state we expect to check the identityI = I L = � I R .
We calculate the current JL through the left wire by rewriting the lesser Green function as

follows:

Gn;kL (�; � 0; � ) = �h TC dn� (� )cy
k�L (� 0)i

=
1
~

X

m

Z

C
Gnm (�; � 1; � )V �

k�;m G0
kL (� 1; � 0; � ): (8.2.11)

A proof of this "decoupling" formula can be found in [7] but we shall not enter these technical
details here. It su�ces to notice that while in the right hand side of Eq . (8.2.11) the indices of
the Green function belong to di�erent subsystem (i.e n is a sigle particle state of the central
system andkL corresponds to a an electron having momentumk on the lead L) the left hand
side contains Green's functions 'localized' on each subsystem. HereG0

kL is the non-interacting
Greens function of the leadsL :

G0
kL (� 1; � 0; � ) := � i hTC ck�L (� )cy

k�L (� 0)i 0; (8.2.12)

where the statistical average is performed with the equilibrium non-interacting density matrix
of the leads. On the other hand, a sum overall states m in the central system is generated
when applying the Wick theorem.

Another important feature of Eq. (8.2.11) is that it involves contou r-ordered quantities such
that the Langreth rules are needed to switch to usual time integrals. By using the Langreth
rule Eq. (8.1.36) in Eq. (8.2.11) one �nds:

G<
n;kL (t; t 0; � ) =

1
~

X

m

Z 1

�1
dt1

�
GR

nm (t; t 1; � )G0<
kL (t1; t0; � ) + G<

nm (t; t 1; � )G0A
kL (t1; t0; � )

�
V �

k�L;m� :

(8.2.13)
At this step we assumethat in the steady-state regime the Green functions depend only on

time di�erences such one has:

G<
n;kL (t � t0; � ) =

1
~

X

m

Z 1

�1
dt1

�
GR

nm (t � t1; � )G0<
kL (t1 � t0; � )+

+ G<
nm (t � t1; � )G0A

kL (t1 � t0; � )
�

V �
k�L;m� : (8.2.14)
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Next we use the notations:

t � t0 = t00;

t � t1 = t00� �;

t1 � t0 = �: (8.2.15)

which then leads to:

G<
n;kL (t00; � ) =

1
~

X

m

Z 1

�1
d�

�
GR

nm (t00� � ; � )G0<
kL (� ; � ) + G<

nm (t00� � ; � )G0A
kL (� ; � )

�
V �

k�L;m� :

By using the convolution theorem for Fourier transforms:

G<
n;kL (t00; � ) =

1
2� ~

X

m

Z 1

�1
ei!t 00

d!
�
GR

nm (! ; � )G0<
kL (! ; � ) + G<

nm (! ; � )G0A
kL (! ; � )

�
V �

k�L;m� :

If we now take t = t0 as required by the expression of the currentJJ it follows that:

G<
n;kL (t; t ; � ) =

1
2� ~

X

m

Z 1

�1
d!

�
GR

nm (! ; � )G0<
kL (! ; � ) + G<

nm (! ; � )G0A
kL (! ; � )

�
V �

k�L;m� :

The stationary current then reads:

I L =
e

� ~

2
Z 1

�1
Re

2

4
X

k;�;n;m

Vk;�;l;n;� V �
k�L;m�

�
GR

nm (! ; � )G0<
kL (! ; � ) + G<

nm (! ; � )G0A
kL (! ; � )

�
3

5 :

(8.2.16)
The Green functions are obtained by direct calculation:

G0;A
kL (!; � ) =

1
! � � k�L

~ � i� + ; (8.2.17)

G0;<
kL (!; � ) = 2 �if L (! )�

�
! �

� k�

~

�
: (8.2.18)

These expressions are derived here.
Using eq. (8.2.9) it can be shown that:

GR
mn (! ; � ) = GA

nm (! ; � )� ;

G<
mn (! ; � ) = � G<

nm (! ; � )� : (8.2.19)

We de�ne:
� L

mn (!; � ) :=
2�
~

X

k

V �
k�L;m� Vk�L;n� �

�
! �

� k�L

~

�
(8.2.20)

and therefore the integrand in eq. (8.2.16) is:

Re

2

4
X

k;�;n;m

Vk;�;l;n;� V �
k�L;m�

�
GR

nm (! ; � )G0<
kL (! ; � ) + G<

nm (! ; � )G0A
kL (! ; � )

�
3

5 =

1
2

X

nm;k�

�
Vk�L;n� V �

k�L;m�

�
GR

nm G0<
kL + G<

nm G0A
kL

�
� V �

k�L;n� Vk�L;m�
�
GA

mn G0<
kL + G<

mn G0R
kL

��
=

1
2

X

n;m;k;�

Vk�L;n� V �
k�L;m�

�
GR

nm G0<
kL + G<

nm G0A
kL � GA

nm G0<
kL � G<

nm G0R
kL

�
=

1
2

X

n;m;k;�

Vk�L;n� V �
k�L;m�

��
GR

nm � GA
nm

�
G0<

kL + G<
nm

�
G0A

kL � G0R
kL

��
;
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where we exchanged them and n indices.
The expression for the current is then:

I L =
ie
h

X

�

Z 1

�1
d! Tr

�
� L (!; � )

�
f L (! )

�
GR (!; � ) � GA (! ; � )

�
+ G< (!; � )

�	
: (8.2.21)

Eq. (8.2.21) is the so-called Meir-Wingreen formula [82]. An alternativeform follows if one
computes the symmetrized total current as:

I =
I L � I R

2
=

ie
2h

X

�

Z 1

�1
d! Tr

��
� L (!; � )f L (! ) � � R (!; � )f R (! )

� �
GR (!; � ) � GA (! ; � )

�
+

+
�
� L (!; � ) � � R (!; � )

�
G< (!; � )

�
: (8.2.22)

By looking at Eqs. (8.2.21) and (8.2.22) one observes that the Green's functions are 'local', that
is they belong to the central system only (the trace is nothing but matrix multiplication), while
the leads are present through the coupling coe�cients and the Fermi functions. In order to
use the JMW formula one needs to calculate theG<:R:A . This step can be achieved using the
perturbation theory for non-equilibrium Green's functions.

By comparing the GME method and the non-equilibrium Green's function formalism (NEGF)
for transport processes one can easily convince himself that bothapproaches rely on the parti-
tioning approach and allow for many-body interaction in the central system, while the leads are
assumed to be non-interacting (this assumption leads in particular to the Fermi distribution of
the particle reservoirs). There is however a crucial di�erence between the two methods. The
perturbative expansion of the dissipative kernel forces restricts the master equation approach to
weak lead-sample tunnelings while the interaction e�ects are accounted for exactly. In contrast,
the Keldysh formalism is not limited to small system-reservoir couplings but the Coulomb ef-
fects have to be calculated from appropriate interaction self-energies. Which method �ts better
is simply decided by the particular problem at hand.

9 Recovering the Landauer formula in the non-interacting
case

The simplest application of the non-equilibrium Green's function formalism to quantum trans-
port corresponds to a non-interacting central systemS described by the Hamiltonian:

HS =
X

n;�

� n� dy
n� dn� ; (9.1)

where n counts the single-particle states. The idea is to use the Jauho-Meir-Wingreen formula
(see Eq. (8.2.21)) and the Dyson and Keldysh equations for the retarded and lesser Green's
function. In this case the only perturbation applied on the system isthe coupling to the leads,
namely the transfer Hamiltonian HT . Accordingly, the Dyson equation for the contour-ordered
Green's function of the central sample reads:

Gnm (! ; � ) = G0
nm (! ; � ) +

X

l;l 0

G0
nl (! ; � )� ll 0(! ; � )Gl 0m (! ; � ); (9.2)

where G0 is the Green's function in the absence of the coupling term and � is the contour-
ordered self-energy of the two leadsL; R , de�ned as:

� ll 0(! ; � ) =
1
~2

X

k;� = L;R

V �
k��;l� G0

k� (! ; � )Vk��;l 0� : (9.3)
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Let us consider �rst the Dyson equation for the retarded component:

GR = G0R + G0R � R GR : (9.4)

After appropiate left and right multiplications this leads to:

�
G0R � � 1

=
�
GR � � 1

+ � R : (9.5)

One can show thatG0R is diagonal, that is:

�
G0R � � 1

mn =
�

! �
� n

~
+ i0+

�
� m;n : (9.6)

A similar equation can be written down for the advanced Green's function. Then:

�
GA � � 1

+ � A =
�
GR � � 1

+ � R : (9.7)

Multiplying on the right with GA and on the left with GR we get:

GR � GA = GR �
� R � � A �

GA : (9.8)

Note that the di�erence GR � GA is the �rst term one needs to compute in the JMW formula.
Also, the di�erence � R � � A can be easily calculated, since:

~� R;A
ll 0 =

1
~

X

k;�

V �
k��;l� GR;A

k� Vk��;l 0� ; (9.9)

Then

~
�
� R � � A �

ll 0 =
1
~

X

k;�

V �
k��;l�

�
G0;R � G0;A �

Vk��;l 0� = (9.10)

=
1
~

X

k�

h
� 2�i�

�
! �

� k��

~

�i
V �

k��;l� Vk��;l 0� = � i
�
� L + � R �

ll 0 : (9.11)

Therefore, from Eq. (9.8) we have:

GR � GA = �
i
~

GR �
� L + � R �

GA : (9.12)

Now we turn to the lesser GF of the central system which obeys theKeldysh equation

G< =
�
1 + GR � � ;R �

G0< �
1 + � A GA �

+ GR � < GA ; (9.13)

where the non-interacting GF is calculated as:

G0<
nm = 2 �if (! )�

�
! �

� n

~

�
� nm (9.14)

Plugging 1 + � A GA =
�
G0;A

� � 1
GA into Eq. (9.13) we obtain:

G< =
�
1 + GR � � ;R � h

G0< �
G0;A � � 1

i
GA + GR � < GA : (9.15)

On the other hand:
h
G0< �

G0;A � � 1
i

nm
= 2 �if L (! )

�
! �

� n

~

�
�

�
! �

� n

~

�
� nm = 0 ; (9.16)

Thus the Keldysh eq. (9.15) aquires a simpler form:

G< = GR � < GA : (9.17)
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Finally for the lesser self-energy we obtain:

� <
ll 0 =

1
~2

X

k�

V �
k��;l� G0<

k� Vk��;l 0� =

=
2�i
~2

X

�k

V �
k��;l� f � (! )�

�
! �

� k��

~

�
Vk��;l 0� =

i
~

�
f L � L + f R � R �

ll 0 ; (9.18)

from which we have:

G< =
i
~

GR �
f L � L + f R � R �

GA : (9.19)

By using Eqs. (9.12) and (9.19) into the JMW formula for the left curr ent we obtain:

I L =
e

� ~2

Z 1

�1
d!T (! )f L (! ); (9.20)

where we introduced the transmission matrix:

T (! ) =
X

�

T r
�

� L GR � R GA 	
: (9.21)

The total current I = I L � I R therefore reads:

I =
e

2� ~2

Z 1

�1
d!T (! ) ( f L (! ) � f R (! )) ; (9.22)

which is nothing but the Landauer formula.

10 Coulomb Blockade

In this section the Coulomb blockade is described using the Meir-Wingreen formula derived
above. We start with the so called Anderson Hamiltonian which decribes the isolated system
(i.e not connected to particle reservoirs):

HS =
X

�

�d y
� d� + Un" n#; (10.0.1)

where � is the energy of the spin-degenerate level of the system andU is the strength of the
Coulomb interaction which corresponds to the double-occupancy of the system (namely two
electrons with opposite spins occupy the same single-particle level).Note that the double
occupancy is allowed only for a second electron but with reverse spindue to the Pauli exclusion
principle. In this case energy of the system is 2� + U, namely it is pushed upwards by the
Coulomb interaction. Let us stress that the Anderson model is thesimplest one-level model,
being also called SIAM (single impurity Anderson model). We set~ = 1 (natural system of
units) throughout. The retarded Green function for this system is de�ned as:

G0;R
d� (t) = � i� (t)hfd� (t); dy

� (0)gi ; (10.0.2)

and gives the probability of observing a particle at a later time t, knowing that initially in was
inserted in the system at time t = 0. The 'retarded' character of the function is included in the
step function. The role of the additional upper index of G0;R

� will become clear slightly below.
As a preliminary step let us furst calculate this Green function. We consider its time derivative:

_G0;R
d� (t) = � i� (t)hfd� (t); dy

� (0)gi � i� (t)hf _d� (t); dy
� (0)gi : (10.0.3)
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Therefore:
_G0;R

d� (t) = � i� (t)hfd� (0); dy
� (0)gi � i� (t)hf[H; d � ] ; dy

� (0)gi (10.0.4)

and:
_G0;R

d� (t) = � i� (t) � i� (t)hf _d� (t); dy
� (0)gi : (10.0.5)

Next we �nd that:
[d� ; n" n#] = d� n� ; (10.0.6)

where � is the opposite of the spin� , that is n� = n� � . We used the commutation rules from
eq. (??).

After using the Heisenberg equation of motion for the operatord(t) we obtain:

_d� = � i (� + Un� (t)) d� : (10.0.7)

Next, we de�ne the following retarded correlation function:

� R
� = � � (t)hfn� (t)d� (t); dy

� (0)gi : (10.0.8)

Its derivative w.r.t time is:
i _� R

� = � (t)hn� i + ( � + U)� R
� (t): (10.0.9)

Therefore:
i _G0;R

d� (t) = � (t) + �G 0;R
d� (t) + U� R

� (t): (10.0.10)

After Fourier transforming the last two equations we obtain:
�
! � � � U + i0+ �

� R
� (! ) = hn� i ;

�
! � � + i0+ �

G0;R
d� (! ) = 1 + U� R

� (! ): (10.0.11)

Solving this system, the retarded Green function for the isolated system reads:

G0;R
d� (! ) =

1 � h n� i
! � � + i0+ +

hn� i
! � (� + U) + i0+ : (10.0.12)

It is interesting to observe that the spin-dependent Green function depends also on the occu-
pation of the opposite spin state. In particular, if n� = 0 we recover the usual non-interacting
single-particle GF. The following relations can also be obtained:

ImG0;R
d� = � ImG0;A

d� ;

ReG0;R
d� = ReG0;A

d� ;

G0;R
d� � G0;A

d� = 2 i ImG0;R
d� : (10.0.13)

Now we go back to the JMW formula according to which the steady-state current through
the system is:

I = �
e
�

X

�

Z 1

�1
d! [f L (! ) � f R (! )] Tr

�
� L (! )� R (! )

� L (! ) + � R (! )
ImGR (! )

�
: (10.0.14)

On the other hand, the Dyson equation for the contour-orderedGreen function of the open
system reads:

Gd� (! ) = G0
d� (! ) + G0

d� (! )� � (! )Gd� (! ); (10.0.15)

whereG0
d� (! ) is now viewed as the 'unperturbed' Green function (in the sense that it does not

contain contributions from the contacts to the leads). Since the e�ect of the Coulomb inter-
action is taken into account exactly in G0

d� (! ) the proper self energy can be expressed only in
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terms of the Green function of the leadG0
k�� (! ):

� � (! ) =
X

k�

jVk� j2G0
k�� (! ): (10.0.16)

Using the Langreth rule we obtain:

GR
d� (! ) =

1

G0R
d�

� 1
� � R

� (! )
: (10.0.17)

Now, by introducing the expression ofG0R
d� one �nds after straightforward manipulations:

GR
d� (! ) =

! � � � U + hn� i U
(! � � )( ! � � � U) � � R

� (! ) ( ! � � � U + hn� i U)
; (10.0.18)

where the average number of particles depends on the lesser Green function:

hn� i = hdy
� d� i = �

Z
d!
2�

G<
d� (! ): (10.0.19)

Now, the lesser GF is obtained via the Keldysh equation which assumesa simpler form:

G<
d� (! ) = GR

d� (! )� <
� (! )GA

d� (! ); (10.0.20)

where we take advantage of the simple expression of the lesser self-energy of the leads:

� <
� (! ) =

X

k�

jVk� j2G0;<
k �� (! ); G0;<

k �� (! ) = 2 �if � (! )� (! � � k� ): (10.0.21)

This �nally leads to
� <

� (! ) = i
X

�

f � (! )� � : (10.0.22)

Note that the lesser self-energy depends on the chemical potentials of both leads, otherwise
stated it depends on the biaseV = � L � � R . To sum up, Eqs. (10.0.18) and (10.0.19) must be
solved self-consistently and this yields the dependenceI (V ) (more technical details can be found
in Ref. [85]). More precisely, the steady-state current displays two steps at speci�c values ofV .
Each step corresponds to the addition of one electron to the system, the tunneling processes
requiring some extra energy. The tunneling of the second electronrequires suplimentary energy
due to the so called Coulomb blockade. Note that the current is by nomeans proportional to
the voltage as would be predicted by the Ohm's law. This is due to the quantum e�ects which
are dominant here.

11 Appendix A: The Lang-Firsov transformation

In this appendix we derive the form of the Franck-Condon factors(see eq. 6.2.12). Using the
completeness relation we have:

� m;n = hmje� 0(a� ay ) jni =
Z 1

�1
dxhmjxihxje� 0(a� ay ) jni ; (11.1)

with hxjmi being the position representation of the eigenfunction of the quantum harmonic
oscillator:

hxjmi =  m (x); (11.2)

where we used the notation:

� 0 :=
�

~!
(11.3)
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and:
 m (x) = Cm e� � 2 x 2

2 Hm (�x ); (11.4)

� :=

r
m!
~

; (11.5)

Cm :=
1

p
2n n!

r
�

p
�

: (11.6)

A Taylor expansion of a function  is:

 (x + � 0) =  (x) + � 0@ 
@x

+
� 02

2!
@2 
@x2

+ � � � = e
i
~ � 0p̂ (x): (11.7)

Therefore, if:

e� 0(a� ay ) = e
� 0p

2
�

i
~ p̂ (11.8)

we get:

� m;n =
Z 1

�1
dx �

m (x) n

 

x +
� 0

p
2

�

!

=
Z 1

�1
dx m

�
x �

� 0

�
p

2

�
 n

�
x +

� 0

�
p

2

�
; (11.9)

� m;n = Cm Cn

Z 1
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dxH m
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� 0
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� 0
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2

� 2
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2 ; (11.10)
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2
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dxH m

�
�x �

� 0
p

2

�
Hn

�
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� 0
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�
e� � 2 x 2

; (11.11)

where we changed the integration variable�x ! y.

� m;n =
Cm Cn

�
e� � 02

2

Z 1

�1
dyHm

�
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� 0

p
2

�
Hn

�
y +

� 0
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2

�
e� y 2

: (11.12)

Next we use the following property of the translated Hermite polynomials:

Hn (y + a) =
nX

p=0

n!
(n � p)!p!

(2a)n � pHp(y): (11.13)

Then we have:

� m;n =
Cm Cn

�
e� � 02

2

nX

p=0

mX

p0=0

n!
(n � p)!p!

�
� 0

p
2
� n � p m!

(m � p)!p0!

�
� � 0

p
2
� m � p0

I p;p 0; (11.14)

where, using the orthogonality relation of the Hermite polynomials:

I p;p 0 :=
Z 1

�1
dye� y 2

Hp(y)Hp0(y) =
p

� 2pp!� p;p 0 (11.15)

we get:

� m;n =
p

�
Cm Cn

�
e� � 02

2

nX
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mX

p0=0
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(11.16)
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� m;n =
p

�
Cm Cn

�
e� � 02

2

min (n;m )X
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(� 1)m � p n!m!
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2 (� 0)m + n

N <X

p=0
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Next we change the discrete variables such thatp = m � k if m = N< :

N <X

p=0

(� 1)p

(n � p)!(m � p)!p!
(� 0)� 2p =

0X

k= m
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where the generalized Laguerre polynomials are:

L k
n (x) =

nX

p=0

(� 1)p (n + k)!
(n � p)!(k + p)!p!

xp; (11.23)
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For m > n we use the change of variablesp = n � k and we have:

� m;n =
p

n!m!(� 1)m e� � 02
2 � 0m + n

nX

p=0

(� 1)p

(n � p)!(m � p)!p!
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=
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�
� 02�

: (11.28)
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